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ABSTRACT:  Using the Labour Force Sur-
vey data for the period 2014 to 2018 for Ser-
bia, this paper explores the effect of parent-
hood on the labour market trajectories of 
parents, the so-called ‘parenthood penalty’. 
We find that mothers are less likely than 
non-mothers to be active in the labour 
market when their children are very young, 
but this effect is transitory, and mothers of 
older children are actually more likely to be 
active than non-mothers. Similarly, we ob-
serve that mothers of small children are less 
like-ly to work overtime than non-mothers, 
but also that both parents of older children 
are more likely to engage in overtime work 
than men and women without children. 
We find a motherhood penalty in terms 
of hourly wages for mothers with younger 

children, but the penalty is not significant 
as children become older. By contrast, fa-
thers are more likely to be active than non-
fathers. We do not find an effect of father-
hood on hours worked or hourly wages. 
Overall, our results suggest that the moth-
erhood penalty is present in Serbia in the 
early stages when children are young, but 
motherhood does not seem to have lasting 
effects on the labour market participation, 
hours worked, or wage rates of mothers. We 
do not find evidence of a fatherhood bonus, 
but we find that fathers are more likely to be 
active than non-fathers.

KEY WORDS:  motherhood penalty, fe-
male employment, household economics
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1. INTRODUCTION 

Women in Serbia are in a worse position in the labour market than men: they are 
less likely to hold a job and their salaries are lower than those of their male coun-
terparts. According to the Labour Force Survey, in 2019 the female labour market 
participation rate in Serbia was 47.1%, while the male participation rate was 
62.8%. In 2015 the raw (unadjusted) gender hourly wage gap in Serbia was 5.7% 
and the adjusted gender hourly wage gap was 12.5%, both in favour of men (Anić 
and Krstić, 2019).  

This paper aims to understand whether and to what extent childbirth affects the 
labour market position of parents in Serbia and whether it can be related to the 
gender inequality in the labour market. The evidence from other countries sug-
gests that the motherhood penalty is responsible for at least some of the gender 
pay gap (Kleven et al., 2019). There are different margins where the difference 
between females and males can emerge. The extensive margin refers to the level 
of female labour force participation, the intensive margin refers to the number of 
hours worked, and there is also the difference in hourly wages. To understand 
how motherhood changes the labour market opportunities of women we first 
look at differences between mothers and non-mothers. We then separate mothers 
into three groups based on the age of the youngest child and compare their labour 
market outcomes with those of females without children. We rely on cross-sec-
tional data from the Labour Force Survey for the years 2014 to 2018 and control 
for a large number of individual and regional characteristics. To compare how 
labour market outcomes change after childbirth for women and men we provide 
additional evidence on fathers, using the same specification as for mothers. 

Our findings suggest that, on average, the labour force participation of mothers 
does not differ from the participation of non-mothers. However, there is hetero-
geneity among mothers based on the age of the youngest child. Mothers with 
younger children are less likely to be active in the labour market and the partici-
pation rate increases as their children become older. Mothers of children aged 7 
to 15 years are actually more likely to participate in the labour force than non-
mothers. In contrast to mothers, fathers are more likely to be active in the labour 
market than non-fathers and their participation rate does not depend on the age 
of the child. This suggests that fathers’ engagement with children does not vary 
substantially with the age of the child. Regarding hours worked, we observe that 
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substantially with the age of the child. Regarding hours worked, we observe that 

mothers of younger children work less than non-mothers, but as children become 
older mothers increase their hours and when their child is aged 7 to 15 they work 
even more than non-mothers. For males we find that fathers work significantly 
more hours than non-fathers when their child is in the age group 7 to15. We find 
a significant hourly wage penalty for mothers of very young children compared 
to non-mothers, but this difference becomes smaller and insignificant as the chil-
dren grow older. No hourly wage penalty is observed for fathers.  

We contribute to the literature on the motherhood penalty by studying the case 
of Serbia. Countries have different histories, traditions, and institutional settings, 
and it is important to understand how these different factors interplay and affect 
women’s position in the labour market in specific settings. This study is the first 
in the literature to focus on whether motherhood is correlated with female labour 
market outcomes in Serbia. Our study of the case of Serbia shows that the moth-
erhood penalty need not be persistent over time, in contrast to the literature fo-
cusing on Western Europe (Kleven et al., 2019). Additionally, and again contrary 
to the literature on Western Europe, we show that in Serbia non-mothers and 
non-fathers have lower participation rates than females and males with children, 
so lower caring responsibilities seem to enable more leisure time. 

Our findings suggest two relevant policies for the Serbian context which should 
be further explored. First, increasing the availability of childcare for children be-
low the age of three would help mothers of young children increase their labour 
force participation. Second, a share of parental leave exclusively reserved for fa-
thers should be considered. It has been shown in other countries that this policy 
can increase fathers’ involvement in childcare and housework and make the 
within-household division more equitable, which in turn can help women focus 
on paid work in the labour market. 

This paper proceeds as follows. Section 2 reviews the related literature, section 3 
summarizes the Serbian context, section 4 describes the dataset and provides the 
descriptive statistics, section 5 gives the methodology, section 6 describes our 
findings, and section 7 discusses the results and concludes. 

Parenthood and labour market outcomes in Serbia
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2. LITERATURE REVIEW 

Childbirth affects the labour supply of women in the short term and reduces their 
life-time earnings. A large number of papers study this phenomenon, known as 
the motherhood penalty. Differences in the labour market participation and 
wages of mothers and non-mothers are found in all OECD countries, but the ex-
tent varies (OECD, 2012). The two most important factors affecting the mother-
hood penalty are policies that affect the work–family balance and cultural norms.  

Maternity and parental leave policies and availability of childcare are the most 
relevant policies shaping female labour supply. A lack of job protection after 
childbirth can push women out of the labour force (Blau and Kahn, 2013) if they 
have to decide between career and family. However, the duration of maternity 
leave should not be too long, because a long leave can worsen mothers’ position 
in the labour market (Schönberg and Ludsteck, 2014). The availability of child-
care is a necessary condition for women to be able to return to work. Both the 
availability and the price of childcare affect female labour supply. Childcare sub-
sidies are an important and effective policy to incentivize women to return to the 
labour market after childbirth (Givord and Marbot, 2015; Simonsen, 2010), and 
the quality of available childcare also affects women’s decision to return to work. 
If mothers know that formal childcare meets the needs of their child they will be 
more willing to use it and return to the labour market. Other policies such as 
paternity leave and lower marginal tax rates on second earners can also encourage 
women to return to the labour market (Budig et al., 2016). 

Cultural norms shape the institutional setting in each country, but institutional 
factors cannot explain all the differences between countries in maternal labour 
force participation. Aside from the indirect effect of institutions, traditions and 
social norms directly affect mothers’ decision of whether, when, and to what ex-
tent to return to the labour market. Mothers’ employment, and hence the gender 
gap, is affected by the cultural roles of males and females in the household and at 
work. In fact, Budig et al. (2012) provide evidence from a cross-sectional study 
that cultural attitudes amplify associations between parental leave, publicly 
funded childcare, and maternal employment. If in a setting there is cultural ac-
ceptance of working mothers, then supportive policies reinforce maternal em-
ployment. However, policies favouring maternal employment are less effective in 
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conservative settings where mothers are expected to be responsible for childcare 
and housework. 

Most papers studying the effect of parenthood on the gender pay gap discuss this 
phenomenon from the perspective of mothers. However, there is also evidence 
that fathers experience a “baby bonus” after childbirth (Hodges and Budig, 2010). 
There are three potential explanations in the literature for fathers having higher 
earnings than non-fathers. First, Becker’s specialization hypothesis (Becker, 
1981) posits that men specialise in market work while women specialise in house-
hold work. Alternatively, Gray (1997) provides evidence that more productive 
men sort into marriage. Evidence from European countries suggests that fathers 
spending more paternal time report higher earnings than fathers spending less 
time with their children. This suggests that fathers are either involved in both paid 
work and childcare or are not involved in either (Smith Koslowski, 2011). Lastly, 
fathers have higher expenses than non-fathers and have  to earn more when chil-
dren are born. As a result, fathers are incentivised to work and consequently earn 
more after childbirth. 

In recent years, long panel datasets on earnings have become available to re-
searchers, making it possible to study the income of mothers and fathers over a 
relatively long period after childbirth (e.g., 10 to 20 years). Bertrand et al. (2010) 
were the first to show how gender differences in earnings emerge after completion 
of education and at the onset of young professionals’ careers. While males and 
females have similar earnings shortly after completing education, they find that 
10 to 16 years after completing an MBA, males have an advantage of 60 log points 
in terms of earnings. Kleven et al. (2019) use long-spanning panel data to estimate 
long-term cumulative earnings after childbirth for both fathers and mothers. The 
authors aim to understand to what extent motherhood and the motherhood pen-
alty (or the equivalent child penalty for mothers) can explain the persistent gen-
der inequality in the labour market. They examine three margins in which moth-
ers can experience penalties in earnings: the extensive margin of labour supply 
(employment), the intensive margin of labour supply (hours worked), and the 
wage rate. They find that in the Scandinavian and Germanic countries the exten-
sive margin effects are smaller than the earnings effects, while in the Anglo-Saxon 
countries (the UK and US) the employment penalty is the main driver of the earn-
ings penalty. Kleven et al. (2020) use the methodology from Kleven et al. (2019) 
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to study 60 years of parental leave and childcare policy experimentation in Aus-
tria. Surprisingly, they find that parental leave and childcare policies do not re-
duce the gender gap. They argue that gender inequalities are driven by equilib-
rium features of the labour market and not by public policies.  

Cross-country evidence on the motherhood and parenthood penalty is relatively 
scarce, and estimates are typically based on the data for one country. One im-
portant recent study is a meta-analysis of the motherhood penalty by Cukrowska-
Torzewska and Matysiak (2020). They analyse studies estimating the motherhood 
penalty and find that the average motherhood wage gap is around 3.6% to 3.8%. 
They also find that the residual gap in wages is smallest in Nordic countries, 
slightly larger in Belgium and France, and largest in “post-socialist countries of 
Eastern and Central Europe” (specifically Poland and Ukraine) and Anglo-Saxon 
countries. They also stress that women in the post-socialist countries have among 
the lowest employment rates in Europe, but despite low childcare availability re-
turn to full-time work relatively quickly.  

Other evidence on post-socialist countries suggests that after childbirth women 
in Russia initially experience strong employment penalties (a reduction in em-
ployment levels of between 40 and 65 percentage points), and while these penal-
ties are lasting they stabilise at about 6% after five years (Lebedinski et al., 2020). 
The same study finds no penalties in terms of working hours or hourly wages. 
The authors explain these findings in terms of the limited availability of non-
standard employment options such as part-time jobs, which are a mechanism fre-
quently used in the EU and US to balance family and work life. The authors con-
clude that in Russia the options for women are limited to either completely with-
drawing from the labour force or returning to their previous work.  

3. CONTEXT 

In Serbia the fertility rate has been falling since the 1990s. In 2020 the average age 
of first-time mothers was 28.7 years and in 2018 the fertility rate was 1.5 (SoRS, 
2019a). Compared to other European countries, the length of maternal and pa-
rental leave and the monetary compensation in Serbia are generous. The mater-
nity leave period starts 45 to 28 days before the due date and lasts 3 months. Ma-
ternity leave is followed by a parental leave period which lasts 9 months. Mater-
nity leave can only be taken by mothers, while parental leave can be taken by one 
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ternity leave is followed by a parental leave period which lasts 9 months. Mater-
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of the two parents or shared between them. The compensation for working par-
ents during maternity and parental leave is 100% of monthly average earnings in 
the 18 months preceding the leave. After the birth of a child, fathers get paid leave 
of up to 5 working days. While fathers can take parental leave, it is rare that they 
do so. In 2019, out of a total of 64,399 births, only 328 fathers took parental leave. 

One important factor determining the participation rate of mothers of young 
children is the availability and quality of childcare. Children in Serbia can enter 
childcare at 6 months. In 2019 the enrolment rate was 28.1% for children aged 0 
to 2 years, and 66.4% for children aged 3 to 5 years (excluding the compulsory 
preschool programme) (SoRS, 2020b). The enrolment rate in compulsory pre-
school education from age 6 to 7 was 97.4% in 2019 (SoRS, 2020b). The childcare 
enrolment rate of children aged 0 to 2 is similar to the OECD average (35% in 
2017: OECD, 2020), but the preschool enrolment rate is more than 20 percentage 
points below the OECD average (87.2% in 2017). Public childcare facilities and 
preschools in Serbia are oversubscribed and availability of preschool places can 
be an obstacle to female labour force participation. In larger cities this problem 
could be partly solved by the provision of private preschool education vouchers 
to families that cannot get places in public preschools (SoRS, 2021). However, 
there is still excess demand for kindergartens, which makes it more difficult for 
women to search for and take a job. Preschool education quality is frequently 
measured by the child-to-teaching-staff ratio. 1  In 2018 the average child-to-
teaching-staff ratio for the 3 to 5 year age group was 14.2 in OECD countries and 
11.6 in Serbia (OECD, 2020; SoRS, 2019b). Using the child-to-teaching-staff ratio 
as a proxy for quality, the Serbian preschool education is somewhat better than 
OECD average. 

Finally, let us briefly discuss the social and gender norms in Serbia. Although Ser-
bia is a former communist country with a high female labour force participation 
rate, it is also a country where most of the housework and child-rearing tradition-
ally falls to the females in the household. Data from 2015 suggest that women in 

                                                 
1  This indicator does not take into account that teachers are not present throughout the working 

day. For instance, in Serbia, each full-time educational group has 2 full-time teachers and each 
of them spends 6 hours with the group and they both usually cover the period from 8am to 
5pm. The two teachers actually overlap for only 3 hours. 
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Serbia spend 4 hours and 48 minutes on the household and family per day, while 
men spend 2 hours 33 minutes (Eurostat, 2019). 

In the 2016 Gender Equality Index, Serbia was in the lowest tercile in Europe with 
a score 10.4 points lower than the EU average (Babović, 2018). The largest differ-
ences are in the domain of money, where Serbia’s score is 19.4 points lower than 
EU average, mainly due to elderly women, women living in rural areas, women 
living in single households, and single mothers all being at high risk of poverty; 
and in the domain of time, where Serbia’s score is 17 points lower than the EU 
average due to a significantly higher burden of housework and less time available 
for recreation and participation in cultural or social activities. The lowest differ-
ence with the EU is in the labour market, the focus of this paper, where Serbia is 
only 3.3 points below the EU average, mainly due to small participation gaps and 
relatively favourable work quality (Babović 2018). For example, women are em-
ployed on permanent contracts more frequently than men.   

Figure 1 presents the gender employment gap in the EU, Serbia, and selected 
neighbouring countries in 2019. The total employment gap for the working-age 
population (15–64) in Serbia of 12.9 percentage points (pp) is 2 pp higher than 
the EU average of 10.7 pp. However, the employment gap for the 25 to 49 age 
group, which is closest to the sample that we use to estimate the motherhood pen-
alty (25–45 years), is slightly lower in Serbia (10.8 pp) than the EU-27 average 
(11.8 pp). Therefore, on average, women aged 25 to 49 in Serbia are not in a less 
favourable position than women in the EU-27. A similar trend can be observed 
in all the countries in the region: compared to the EU the difference in gender 
employment gap is lower for the 25 to 49 age group, and higher for younger and 
older workers. 

14

Economic Annals, Volume LXVII, No. 232 / January – March 2022



Serbia spend 4 hours and 48 minutes on the household and family per day, while 
men spend 2 hours 33 minutes (Eurostat, 2019). 

In the 2016 Gender Equality Index, Serbia was in the lowest tercile in Europe with 
a score 10.4 points lower than the EU average (Babović, 2018). The largest differ-
ences are in the domain of money, where Serbia’s score is 19.4 points lower than 
EU average, mainly due to elderly women, women living in rural areas, women 
living in single households, and single mothers all being at high risk of poverty; 
and in the domain of time, where Serbia’s score is 17 points lower than the EU 
average due to a significantly higher burden of housework and less time available 
for recreation and participation in cultural or social activities. The lowest differ-
ence with the EU is in the labour market, the focus of this paper, where Serbia is 
only 3.3 points below the EU average, mainly due to small participation gaps and 
relatively favourable work quality (Babović 2018). For example, women are em-
ployed on permanent contracts more frequently than men.   

Figure 1 presents the gender employment gap in the EU, Serbia, and selected 
neighbouring countries in 2019. The total employment gap for the working-age 
population (15–64) in Serbia of 12.9 percentage points (pp) is 2 pp higher than 
the EU average of 10.7 pp. However, the employment gap for the 25 to 49 age 
group, which is closest to the sample that we use to estimate the motherhood pen-
alty (25–45 years), is slightly lower in Serbia (10.8 pp) than the EU-27 average 
(11.8 pp). Therefore, on average, women aged 25 to 49 in Serbia are not in a less 
favourable position than women in the EU-27. A similar trend can be observed 
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Previous research indicates that the lower employment of women in Serbia com-
pared to men is associated with low employment opportunities among women 
with low levels of education, the higher disincentivizing impact of receiving social 
transfers, and the presence of young children in the household (Žarković-Rakić 
& Vladisavljević, 2016) 

Figure 2 indicates that women work part-time in Serbia much less than in the EU. 
Part-time work is frequently used in European countries to achieve family–work 
balance and to re-integrate mothers in the labour market. In the EU, 27.9% of 
employed women age 25–49 work part-time, while in Serbia this share is only 
8.4%. On the other hand, the share of male part-time workers aged 25–49 in Ser-
bia is 7.3%, slightly higher than in the EU-27. Low shares of part-time work are 
also characteristic of other countries in the region.  
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Figure 2: Share of part-time employment by gender in EU, Serbia, and selected 
countries, 2019, %, age group 25–54 

 
Source: Eurostat database: Labour Force Survey (lfsa_eppgan indicator) 

A more disaggregated analysis shows that part-time work in Serbia is predomi-
nantly in the agriculture, forestry, and fishing sector, and in households as em-
ployers and undifferentiated goods and service-producing activities of house-
holds for their own use, where almost two-thirds of workers are employed part-
time. In the EU the distribution of part-time work across sectors is much more 
uniform, with the two sectors dominant in Serbia presenting only 8% of total 
part-time employment. Previous research indicates that in Serbia part-time work 
for both genders is much more frequent in informal than formal employment 
(Žarković-Rakić & Vladisavljević, 2016). 

In 2015 the unadjusted gender gap in hourly wages in Serbia was 5.7% (Anić & 
Krstić, 2019). The gap is relatively stable: it was 6.2% in 2008 and 3% in 2011 
(Avlijaš et al., 2013). However, while on average women’s wages are lower they 
have better labour market characteristics than men: higher levels of education, a 
more favourable occupational structure, and higher share of public sector em-
ployment (Vladisavljević et al., 2015). When controlling for these characteristics, 
the estimated adjusted wage gap in Serbia is higher than the simple difference in 
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wages. Different estimates from 2008 to 2015 suggest that the adjusted gap is be-
tween 9% and 15% (Avlijaš et al., 2013; Žarković-Rakić & Vladisavljević, 2016; 
Anić & Krstić, 2019).  

All the above studies primarily focus on the estimation and explanation of the 
gender gap in wages and do not explicitly analyse the impact that children have 
on the wages of mothers and fathers. They account for the impact of children 
implicitly, typically by using this variable in the selection equation and correcting 
the wage equation for the effects of the selection. 

4. SAMPLE AND VARIABLE DESCRIPTION AND DESCRIPTIVE STATISTICS 

This study uses the Labour Force Survey (LFS) for Serbia for the years 2014 
through 2018. The LFS is a nationally and regionally (NUTS2 level) representa-
tive continuous2 survey and its goal is to monitor the labour market situation and 
to deliver internationally established and comparable indicators, such as employ-
ment and unemployment rates. The LFS sample is a two-stage stratified sample, 
with the 2011 Serbian Population Census frame used as a sample frame for the 
selection of enumeration areas, as first-stage sampling units and households and 
as second-stage sampling units (SORS, 2020a). The LFS is conducted by the Sta-
tistical Office of the Republic of Serbia. 

The LFS does not ask explicitly whether adults have children and if so how many. 
However, the LFS household roster does collect basic socio-demographic infor-
mation on all household members, including questions on the identification 
numbers of the child’s mother and father (or legal guardian), which enables us to 
link information on children with their parents if they live in the same household. 
The LFS is conducted both in-person and over the phone; however, the household 
roster and basic socio-demographic information on all household members is 
collected in person by interviewers (SoRS, 2017), so we can be confident that our 
methodology identifies households with children and that household rosters are 
a reliable source of information on household members.3 Using this information, 

                                                 
2  The survey has been continuous since 2015 in Serbia. 
3  According to LFS estimates from 2018 there were 993,843 children aged 0 to 14 in Serbia. 

This is very similar to the data provided in the Demographic Yearbook, which suggests that 
in the same year there were 1,000,596 children (SoRS, 2019a). 
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we define three groups of interest: 1) mothers and fathers who have own children 
in the household and whose youngest child is 15 or younger, 2) non-mothers and 
non-fathers who do not have children (of any age), and 3) parents whose young-
est child is older than 15 years, who we exclude from the analysis. The latter de-
cision is based on the fact that older children are more able to take care of them-
selves and to assist in household chores. Additionally, older children are more 
likely to have moved out of the household, which increases the likelihood of clas-
sifying their parents as non-parents, where instead they should be dropped from 
the sample as parents of children older than 15. 

For the purpose of this study, we restrict the sample to individuals aged 20 to 50 
years. We set the lower age limit at 20 for two main reasons. First, there are very 
few births among women and men younger than 20 years old,4 and second, indi-
viduals below this age are largely still in education (mostly high-school) and so 
are inactive in the labour market and overwhelmingly do not want to work, indi-
cating that their labour supply is inelastic (Arandarenko et al., 2012). This is par-
ticularly true for Serbia, where small jobs that could be performed during educa-
tion are practically non-existent and in general it is very difficult to balance edu-
cation and work, so the determinants of their labour supply and wages would be 
different from those of the general population and bias the regression analysis 
results.  

On the other hand, the decision to set the upper limit at 50 years is motivated by 
concerns about classifying persons in our sample as non-parents, instead of ex-
cluding them from our sample (as parents of children older than 15 years). We 
can only know that someone is a parent if they live in the same household as their 
child and we exclude from the analysis parents of children older than 15 years. 
Since on average there is a strong positive correlation between the age of the par-
ents and the ages of their children (the older the parents the older their children), 
and since older children are more likely to have moved out of the parental home, 
it is reasonable to assume that the error of classifying persons as non-parents in-
stead of parents of (absent) older children increases with age of the parents. The 
average home-leaving age in Serbia was between 30 and 31 years in 2014–2018 

                                                 
4  The oldest child in our sample was born in 1999 and the youngest in 2018. In 1999 out of all 

births, only 9.2% of mothers were younger than 20 years (SoRS, 2006). In 2018, 3.8% of births 
were delivered by mothers younger than 20 years (SoRS, 2019a). 
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births, only 9.2% of mothers were younger than 20 years (SoRS, 2006). In 2018, 3.8% of births 
were delivered by mothers younger than 20 years (SoRS, 2019a). 

(Eurostat, 2021), largely due to poor financial situation (Milić and Zhou, 2015). 
This relatively late home-leaving age makes it possible to also include older 
women in our analysis, e.g., aged 45 to 50, because it is unlikely that their children 
have left the household.  

Table 1 provides descriptive statistics for the sample of mothers and non-mothers 
jointly and separately. We can see that mothers are somewhat older and less-ed-
ucated than non-mothers. Most mothers have two children (47.2%), followed by 
one child (41.1%), while a few have more than two children (11.7%). Non-moth-
ers live with fewer adults in the household than mothers, but this difference is not 
large. Both mothers and non-mothers live in households with 2 to 3 household 
members, because many non-mothers still live with their parents. As expected, 
non-mothers are more prevalent in economically developed parts of the country, 
namely Belgrade and other urban areas.  

Regarding labour market outcomes, mothers are more likely to be both active 
(74.2% of mothers and 62.9% of non-mothers) and employed (61.1% of mothers 
and 45.9% of non-mothers). That mothers are more likely to be employed than 
non-mothers is somewhat unexpected, but could be explained by the composi-
tion of the household and mothers’ lower reservation wage. The simple compar-
ison shown in Table 1 does not take into account the socio-demographic charac-
teristics of mothers and non-mothers, and these characteristics could explain 
their different outcomes (differences in age, educational background, etc.) Non-
mothers earn a marginally higher monthly salary than mothers, as they are more 
frequently among those with wages higher than 45,000 RSD (about 14.7% of non-
mothers, as opposed to about 13.5% of mothers). At the same time, there is no 
difference between mothers and non-mothers in the average working hours per 
week. The vast majority of non-mothers live in households with at least one par-
ent (68.0%) while this is the case for only a small fraction of mothers (10.1%). As 
a result, mothers have higher expenses and are willing to accept a lower wage, as 
confirmed by the reservation wage.  
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Table 1: Descriptive statistics: Mothers and non-mothers 

 Total Mother Non-mother p-value 
 N=29,939 N=13,953 N=15,986  
Socio-demographic characteristic     

Age 
32.70 

(±8.41) 
34.80 

(±6.32) 
30.86 

(±9.50) 
<0.001 

Highest completed educational level    <0.001 
   Primary school or less 13.1% 16.0% 10.5%  
   General or VET secondary school 58.8% 57.3% 60.1%  
   College, university, or higher 28.2% 26.8% 29.4%  
Married 48.3% 81.8% 19.1% <0.001 
Number of children    <0.001 
   No children 53.4% 0.0% 100.0%  
   1 child 19.2% 41.1% 0.0%  
   2 children 22.0% 47.2% 0.0%  
   3 or more children 5.4% 11.7% 0.0%  

Number of adults in household 
2.48 

(±1.08) 
2.67 

(±1.09) 
2.32 

(±1.05) 
<0.001 

Nuts 2 level    <0.001 
   Belgrade 25.1% 23.1% 26.9%  
   Vojvodina 25.0% 26.0% 24.0%  
   Šumadija and Western Serbia 27.2% 27.5% 26.9%  
   Eastern and Southern Serbia 22.8% 23.4% 22.2%  
Urban 61.1% 59.1% 62.9% <0.001 
Labour market outcomes     
Active 68.2% 74.2% 62.9% <0.001 
Employed (SoRS) 53.0% 61.1% 45.9% <0.001 
Monthly net wage    <0.001 
   Less than 17,000 RSD 5.0% 4.2% 6.0%  
   More than 17,001 and less than 25,000 RSD 32.3% 33.0% 31.5%  
   More than 25,001 and less than 35,000 RSD 29.8% 29.6% 30.1%  
   More than 35,001 and less than 45,000 RSD 18.9% 19.8% 17.8%  
   More than 45,001 and less than 60000 RSD 9.7% 9.4% 10.1%  
   More than 60,001 and less than 80,000 RSD 2.6% 2.6% 2.7%  
   More than 80,001 RSD 1.7% 1.5% 1.9%  

Usual numbers of hours worked in a week 
41.66 

(±6.52) 
41.76 

(±5.96) 
41.55 

(±7.09) 
0.060 

Notes: Data are presented as mean (±SD) for continuous measures, and % for categorical measures. 
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Table 2 compares fathers and non-fathers. Similar to mothers, fathers are some-
what older and more educated than non-fathers. Most fathers have two children 
(49.9%), followed by one child (37.8%), while the rest have three or more children 
(12.3%). In terms of regional distribution there are only small differences between 
fathers and non-fathers. There are no differences between fathers and non-fathers 
living in rural and urban settings. Fathers are both more likely to be active and 
more likely to be employed than non-fathers. Fathers earn more than non-fa-
thers, but they do not work more hours. The lower activity and likelihood of being 
employed among non-fathers can be explained by household composition and 
the lower level of expenses: 81.5% of non-fathers live with their parents, whereas 
this is the case for only 40.3% of fathers. 

The labour market outcomes of women depend on the ages of the children.5 
Mothers with younger children generally have more difficulty reconciling work 
and childcare and therefore they are less likely to be part of the labour force.6 As 
children get older, mothers return to work, and this is also confirmed in the Ser-
bian case. Figure 3 shows the participation rate of females and males based on the 
age of the youngest child. We observe that women with children aged 0 to 2 years 
have a similar participation rate to non-mothers and the lowest participation rate 
among mothers. As children age, the likelihood of entering the labour market for 
women increases. Notably, women with children aged 7 to 15 years have the high-
est participation rate among all four groups. In contrast to women, men with chil-
dren have a considerably higher labour market participation rate and the age of 
the child does not correlate with the likelihood of men being active in the labour 
market. 

  

                                                 
5  See, for instance, Grimshaw and Rubery (2015). 
6  Note that the labour force consists of all individuals who are either employed or actively 

searching for work; i.e., unemployed as defined by the International Labour Organization. 
The labour force is considered to be the active population. 
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Table 2: Descriptive statistics: Fathers and non-fathers 

 Total Father Non-father p-value 
 N=35,581 N=12,168 N=23,413  
Socio-demographic characteristic     

Age 
33.44 

(±8.48) 
37.62 

(±6.05) 
31.26 

(±8.74) 
<0.001 

Highest completed educational level    <0.001 
   Primary school or less 14.7% 15.8% 14.1%  
   General or VET secondary school 67.9% 65.4% 69.2%  
   College or university or higher 17.4% 18.8% 16.7%  
Married 36.4% 88.2% 9.5% <0.001 
Number of children    <0.001 
   No children 65.8% 0.0% 100.0%  
   1 child 12.9% 37.8% 0.0%  
   2 children 17.1% 49.9% 0.0%  
   3 or more children 4.2% 12.3% 0.0%  

Number of adults in household 
2.45 

(±1.09) 
2.75 

(±1.07) 
2.30  

(±1.07) 
<0.001 

Nuts 2 level    0.079 
   Belgrade 22.9% 22.2% 23.3%  
   Vojvodina 25.0% 25.5% 24.7%  
   Šumadija and Western Serbia 28.1% 28.1% 28.2%  
   Eastern and Southern Serbia 24.0% 24.3% 23.8%  
Urban 57.2% 57.4% 57.0% 0.49 
Labour market outcome     
Active 81.8% 93.7% 75.6% <0.001 
Employed (SoRS) 66.1% 83.0% 57.4% <0.001 
Monthly net wage    <0.001 
   Less than 17,000 RSD 4.5% 3.1% 5.6%  
   More than 17,001 and less than 25,000 RSD 23.7% 20.6% 26.1%  
   More than 25,001 and less than 35,000 RSD 34.0% 31.9% 35.5%  
   More than 35,001 and less than 45,000 RSD 19.1% 21.1% 17.6%  
   More than 45,001 and less than 60,000 RSD 12.4% 15.4% 10.0%  
   More than 60,001 and less than 80,000 RSD 3.6% 4.7% 2.8%  
   More than 80,001 RSD 2.7% 3.3% 2.3%  

Usual numbers of hours worked in a week 
43.26 

(±8.03) 
43.34 

(±7.60) 
43.20 

(±8.33) 
0.27 

Notes: Data are presented as mean (±SD) for continuous measures, and % for categorical measures. 
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Figure 3: Labour force participation, females and males, by age of youngest child 

 

As discussed previously, part-time work in Serbia is rare, with the share of part-
time workers in the sample being about 8%. The detailed distribution of the usual 
hours worked per week (Figure A1 in the Appendix) suggests that the distribution 
of working hours is highly discrete, with two peaks. More than 60% of women 
(both mothers and non-mothers) work 40 hours per week, while another 20% of 
women work 48 hours per week. Similarly, between 50% and 60% of both fathers 
and non-fathers work 40 hours per week, and approximately another 25% work 
48 hours. Based on this distribution we divide all workers into three groups: 1) 
part-time workers (those working less than 35 hours per week), 2) full-time work-
ers (those working between 35 and 44 hours per week), and 3) overtime workers 
(those working more than 45 hours per week).  

Figure 4 presents the share of workers working part-time, full-time, and overtime, 
by gender and age of their youngest child. On average, about 8% of the sample 
works part-time, about two-thirds work full-time, and about a quarter work over-
time. Overall, the differences between the groups are not prominent. Contrary to 
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expectations, both childless men and childless women have slightly higher shares 
of part-time workers than all mothers and fathers. On the other hand, women 
with small children work overtime less frequently (about 18% of cases) than other 
groups (on average about 23%). This is expected, as due to increased responsibil-
ities at home taking care of the infant they cannot work additional hours when 
they return to work. Furthermore, men with children aged 3 to 6 and 7 to 15 work 
overtime slightly less frequently than childless men and men with small children.  

Figure 4:  Hours worked per week, females and males, by age of youngest child 

 

Data on wages in LFS are collected at the net monthly level, only for wage-em-
ployed workers, i.e., employees.7 The wages are then transformed into hourly 
wages8 and inflated to 2018 levels using the Consumer Price Index (2018=100). 
Figure 5 indicates that on average men have higher wages than women. There are 
no significant differences between mothers and non-mothers. On the other hand, 

                                                 
7  Employees are first asked to provide the exact amount of monthly wages earned in the previous 

month. If they are not able or willing to provide an answer, they are asked to provide an interval 
for the monthly wages earned. In order to compute hourly wages, the exact amount of monthly 
wages is required. The potential bias in the wage equation that could occur due to omitting 
interval wages is accounted for by selection correction introduced in the wage equation. In 
total, about 61.4% of all workers who provided information on wages provided exact wages 
(including both those providing exact and interval wages).  

8  We divide the amount of monthly wages by 23/5 (average number of working days in a 
month/week) to arrive at weekly wages, and weekly wages with usual weekly working hours  
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fathers have higher wages than non-fathers, and the difference is most pro-
nounced for fathers of children aged 3–6 years. In the next chapter we explain the 
methodology used to investigate if these hourly wage differences remain statisti-
cally significant when controlling for other relevant characteristics such as edu-
cation, age, and region.  

Figure 5:  Hourly wage, females and males, by age of youngest child 
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α α μ= + + + + +riX B0 1motherri r riY year u  (1) 

where riY  is the outcome of interest and we consider three outcomes: participa-
tion in labour market, and, for those employed, hours worked per week and 
hourly log salary. Our coefficient of interest in regression (1) is the difference in 
outcomes between mothers and non-mothers captured by the coefficient α1 . The 
vector riX  controls for background characteristics of the mother such as age, age 
squared, educational level, number of adult members in household, number of 
children, and whether the person lives in an urban or rural area. Additionally, for 
hours and wage equations we control for differences in the following job charac-
teristics: occupation,9 sector,10 type of ownership (public or private), supervising 
position, firm size, and type of contract (permanent or temporary)11. Finally, μr  

                                                 
9  We use ISCO 1-digit categorization of occupations. Category 10 – Armed forces occupations 

– is combined with category 2 – Professionals – due to small sample size. 
10  Based on NACE Rev. 2 classification of sectors, we group the employees into three groups 

working in: agriculture (sector A), industry (sectors B to F), and services (sectors G to U).  
11  In the case of the hours and wage equation, there is a potential bias in the estimates caused by 

non-random sample selection (Heckman, 1979). According to Heckman, sample selection bias 
can be viewed as the omitted variables problem, and resolved by adding a variable that repre-
sents the different characteristics of persons in the sample and persons not in the sample. Since 
the variables in the participation equation are also in the hours and wage equation, the exclu-
sion restriction condition cannot be fully satisfied (at least one variable has to appear in the 
participation equation that is not in the hours equation). In this case it is more reasonable to 
adopt a model without correction, as suggested by Puhani (2000). However, initial estimates 
of the wage and hours equations suggested that some of the variables are not significant (see 
tables A2 and A3), while they are significant in the participation equation. We therefore drop 
the insignificant variables from the wage and hours equations and leave them in the participa-
tion equation, which enables us to fulfill the exclusion restriction condition. In this approach 
we first estimate the participation equation conditional on age, age squared, level of education, 
marital status, and number of adults and children in the household, via probit estimate. We 
then calculate the Inverse Mills Ratio (IMR), as a ratio of the probability density function and 
the cumulative probability distribution function, where the respective probability functions are 
derived from the participation equation (Wooldridge, 2002). This variable, according to Heck-
man, represents the differences in unobserved characteristics between wage employed and 
other groups in the labour market. Finally, we add IMR to the list of covariates in Equations 
(1) and (2). However, as the insignificant variables are still theoretically associated with hours 
of work (particularly in our framework), we opt to present the results without selection as our 
main results, and use estimates with selection as a robustness check. 
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are region fixed effects, year  are survey year fixed effects, and riu  is the random 
error term. 

In a similar spirit, we estimate the labour market outcomes for non-mothers and 
the three different categories of mothers based on their youngest child: 

β β β β μ− − −= + + + + + + +riX B0 1 0 2 2 3 6 3 7 15mother mother mother  ri r riY year u  (2) 

In the case of Equation (2) we are interested in coefficients β1 , β2 ,  and β3,  
which capture the differences between the non-mothers and mothers with chil-
dren of different age groups. For instance, when estimating participation,  β1 cap-
tures whether mothers of children aged 0 to 2 years have a different participation 
rate than non-mothers. A positive coefficient β1  would imply that mothers of 
children aged 0 to 2 are more likely to participate in the labour market, while a 
negative coefficient would mean that they are less likely to participate than non-
mothers. 

In the same way we estimate the labour market outcomes of fathers, first by 
grouping them together as we do for mothers in Equation (1), and then by sepa-
rating them into three groups based on the age of the youngest child, as shown in 
Equation (2). 

6. ESTIMATION RESULTS 

6.1 Participation rate 

As a first step towards understanding the situation of parents versus non-parents 
in the labour market, we estimate the participation rate and report it in Table 3.  
For mothers we find that there are no statistically significant differences between 
mothers and non-mothers, as shown in column (1) of the table. We then proceed 
to examining the heterogeneity among mothers based on the age of the youngest 
child, reported in column (2), and here it is clear that mothers of young children 
are less likely to be active in the labour market. Mothers with the youngest child 
aged 0 to 2 years are 6.4 percentage points less likely to be active than non-moth-
ers. This is the expected result because within the household the mothers is re-
sponsible for child-rearing in the early years of a child’s life and this is the period 
when they step back from the labour market. Mothers whose youngest child is 3 
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to 6 years old are not less likely to be active than non-mothers and, lastly, mothers 
whose youngest child is aged 7 to 15 are more likely to be active than non-moth-
ers. One reason why mothers of older children are more likely to be in the labour 
market is that families with older children have higher expenses which cannot be 
covered by a sole earner. In all regressions we include individual characteristics 
affecting the propensity to be active in the labour market, regional fixed effects, 
and survey year fixed effects. The covariates have the expected signs and they are 
reported in the Appendix in Table A.1. Older and more-educated mothers are 
more likely to be active. The coefficient of age squared is negative and statistically 
significant, suggesting that prime-age mothers are the most active. The likelihood 
of being active in the labour market is the same for mothers with one and two 
children, but it is reduced for mothers with three or more children. Mothers in 
Belgrade and Šumadija and Western Serbia are more likely to be active than 
mothers from Vojvodina and Eastern and Southern Serbia. 

Fathers are 8.6 percentage points more likely to be active than non-fathers. This 
is in line with the literature, which suggests that fathers are more likely to be 
working and that they earn more than non-fathers (Hodges and Budig, 2010). In 
terms of covariates (reported in Table A.1 in the Appendix) in the father regres-
sion, we find that older, more-educated, and married fathers are more likely to be 
active. The number of adults in the household is not statistically significant, but, 
interestingly, the propensity to be active falls with the number of children, and 
this is especially the case for fathers with three or more children. Fathers in rural 
areas and fathers residing in the poorest Eastern and Southern regions of Serbia 
are less likely to be active. 
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Table 3: Labour market participation of parents and non-parents 

 Women Men 
  (1) (2) (3) (4) 
Child 0 to 15 –0.002  0.086***  
 (0.008)  (0.009)  
Youngest child 0 to 2   –0.064***  0.105*** 
  (0.010)  (0.011) 
Youngest child 3 to 6  0.006  0.083*** 
  (0.010)  (0.011) 
Youngest child 7 to 15  0.041***  0.071*** 
  (0.009)  (0.010) 
Individual-level controls X X X X 
Regional FE X X X X 
Survey year FE X X X X 
Observations 29,669 29,669 35,311 35,311 

Notes: Marginal effects from probit model. Individual-level controls: age, age squared, indicators 
for educational level, indicator for marriage status, number of adults in household, number of chil-
dren in household, indicator for urban settings. Regional fixed effects: Belgrade, Vojvodina, 
Šumadija and Western Serbia, Eastern and Southern Serbia. Robust standard errors in parentheses. 
*** p<0.01, ** p<0.05, * p<0.1 

6.2 Hours penalty 

As discussed in Section 4, the distribution of working hours in Serbia is highly 
discrete, with over 80% of both men and women working 40 or 48 hours. There-
fore, instead of analysing the continuous working hours variable, we analyse a 
categorical variable representing a choice between working part-time, full-time, 
and overtime. Due to the nature of the dependent variable, which represents three 
categories that can be ranked, we apply an ordinal probit estimator. Table A.2 in 
the Appendix presents the results of the hours worked equation. We first discuss 
the effects of the covariates and then turn our attention to the effect of 
parenthood. The results indicate that working hours are, ceteris paribus, higher 
for men and women with low education, in rural areas, and in regions other than 
Belgrade. Working hours increase for both genders linearly with age. Addition-
ally, married women (after controlling for children) are working fewer working 
hours. Regarding job characteristics, workers in occupations such as sales and 
services and crafts have longer working hours, while longer working hours are 
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also observed for men working as clerks, plant and machine operators, in elemen-
tary occupations, and in industry or the services sector. Working hours are, ce-
teris paribus, shorter for the public sector, those working informally, and tempo-
rary workers. Additionally, men in supervisory positions work longer hours.12, 13 

We now turn to the main focus of our paper – the effects of parenthood, which 
are presented in Table 4. The overall effect of motherhood is not significant, in-
dicating that the working hours of mothers and non-mothers do not differ on 
average (column 1). However, when we split the motherhood effect by age of the 
youngest child, the results indicate that mothers of young children (youngest 
child aged 0 to 2) work less, while mothers of older children (7 to 14 years old) 
work longer hours than non-mothers (column 2). Mothers of children aged be-
tween 3 and 6 years are not significantly different from non-mothers in this re-
spect. On average, the working hours of fathers and non-fathers do not differ 
(column 3), and no difference is found for fathers by age of the youngest child 
(column 4).  

  

                                                 
12  Due to the fact that all the variables in the participation equation are also in the hours equation, 

the exclusion restriction condition (at least one variable has to appear in the participation equa-
tion that is not in the hours equation) for the application of the selection equation is not ful-
filled. In this case it is more reasonable to adopt a model without correction, as suggested by 
Puhani (2000). However, the estimates in Table A.2 suggest that some variables that enter the 
model are not significant (age and age squared for women, age squared and number of children 
for men), while they are significant in the participation equation. Therefore, dropping the in-
significant variables from the hours equation enables us to fulfill the exclusion restriction con-
dition. Using this approach, we estimate the hours equation with the selection correction. The 
results from this model (available upon request) are very similar to the ones presented here 
and reaffirm our conclusions. However, as the insignificant variables are still theoretically as-
sociated with hours of work (particularly in our framework), we opt to present the results with-
out selection as our main results. 

13  The results presented in Table A2 and Tables 4 and 5 refer to age group 25 to 45. An additional 
robustness check of these results was performed by including persons aged 20 to 50 years. Re-
sults, available upon request, yield similar coefficients and confirm the conclusions presented 
here. 

30

Economic Annals, Volume LXVII, No. 232 / January – March 2022



also observed for men working as clerks, plant and machine operators, in elemen-
tary occupations, and in industry or the services sector. Working hours are, ce-
teris paribus, shorter for the public sector, those working informally, and tempo-
rary workers. Additionally, men in supervisory positions work longer hours.12, 13 

We now turn to the main focus of our paper – the effects of parenthood, which 
are presented in Table 4. The overall effect of motherhood is not significant, in-
dicating that the working hours of mothers and non-mothers do not differ on 
average (column 1). However, when we split the motherhood effect by age of the 
youngest child, the results indicate that mothers of young children (youngest 
child aged 0 to 2) work less, while mothers of older children (7 to 14 years old) 
work longer hours than non-mothers (column 2). Mothers of children aged be-
tween 3 and 6 years are not significantly different from non-mothers in this re-
spect. On average, the working hours of fathers and non-fathers do not differ 
(column 3), and no difference is found for fathers by age of the youngest child 
(column 4).  

  

                                                 
12  Due to the fact that all the variables in the participation equation are also in the hours equation, 

the exclusion restriction condition (at least one variable has to appear in the participation equa-
tion that is not in the hours equation) for the application of the selection equation is not ful-
filled. In this case it is more reasonable to adopt a model without correction, as suggested by 
Puhani (2000). However, the estimates in Table A.2 suggest that some variables that enter the 
model are not significant (age and age squared for women, age squared and number of children 
for men), while they are significant in the participation equation. Therefore, dropping the in-
significant variables from the hours equation enables us to fulfill the exclusion restriction con-
dition. Using this approach, we estimate the hours equation with the selection correction. The 
results from this model (available upon request) are very similar to the ones presented here 
and reaffirm our conclusions. However, as the insignificant variables are still theoretically as-
sociated with hours of work (particularly in our framework), we opt to present the results with-
out selection as our main results. 

13  The results presented in Table A2 and Tables 4 and 5 refer to age group 25 to 45. An additional 
robustness check of these results was performed by including persons aged 20 to 50 years. Re-
sults, available upon request, yield similar coefficients and confirm the conclusions presented 
here. 

Table 4: Parents’ and non-parents’ hours worked per week  

 Women Men 
  (1) (2) (3) (4) 
Youngest child 0 to 15 0.022  0.019  
 (0.032)  (0.033)  
Youngest child 0 to 2   –0.098**  –0.012 
  (0.041)  (0.039) 
Youngest child 3 to 6  0.018  0.032 
  (0.040)  (0.039) 
Youngest child 7 to 15  0.076**  0.039 
  (0.035)  (0.038) 
Individual-level controls X X X X 
Job characteristics X X X X 
Regional FE X X X X 
Survey year FE X X X X 
Observations 13,243 13,243 17,307 17,307 

Notes: Results from ordinal probit model. Individual-level controls: age, age squared, indicators for 
educational level, indicator for marriage status, number of adults in household, number of children 
in household, indicator for urban setting. Job characteristic controls: occupation, sector, ownership, 
informal employment, type of contract, supervising position, and firm size. Regional fixed effects: 
Belgrade, Vojvodina, Šumadija and Western Serbia, Eastern and Southern Serbia. Robust standard 
errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

As the size coefficients in the ordinal probit model have no meaningful interpre-
tation, we compute marginal effects for mothers of youngest children (aged 0 to 
2) and mothers and fathers of older children (aged 7 to 15). These results are pre-
sented in Table 5. The marginal effects indicate that compared to non-mothers, 
mothers of youngest children (aged 0 to 2) are more likely to work part-time (by 
about 1 percentage point) or full-time (by 1.8 percentage points) and less likely to 
work overtime (by 2.7 percentage points). On the other hand, mothers of older 
children (aged 7 to 15) are more likely to work overtime than non-mothers (by 2 
percentage points) and less likely to work part-time (by 0.6 percentage points) or 
full-time (by 1.5 percentage points).  
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Table 5: Marginal effects for working hours equation for mothers 

 Mothers young-
est child 0 to 2 

Mothers young-
est child 3 to 6 

Mothers young-
est child 7 to 15 

Part-time 0.009** –0.001 –0.006** 
 (0.004) (0.003) (0.003) 
Full-time 0.018** –0.003 –0.015** 
 (0.007) (0.008) (0.007) 
Overtime –0.027** 0.005 0.021** 
 (0.011) (0.011) (0.010) 

Notes: Marginal effects at mean, based on the specification of the coefficients presented in Table 
A2 in the Appendix (columns 2 and 4). Values in the table represent the conditional difference in 
the probability of working in one of the working hours options, compared to non-mothers (for 
mothers) and non-fathers (for fathers). Robust standard errors in parentheses. *** p<0.01, ** 
p<0.05, * p<0.1 

This result, together with the descriptive statistics presented in Figure 4 which 
suggest that overtime in Serbia is much more frequent than part-time work, in-
dicates that the true choice of working hours in Serbia is between full-time and 
overtime, rather than part-time vs. full-time. In other words, when choosing 
working hours (to the extent at which this is a choice), Serbian women decide if 
they can work overtime and if they need to. Our results suggest that when facing 
increased responsibility to take care of small children, women are less likely to 
work overtime and more likely to work full-time (or part-time). On the contrary, 
women who have older children, whose care can partially be transmitted to ele-
mentary schools and who generally require less attention, can use this time to 
work overtime to provide for the increased financial burden on their family. 

6.3 Wage penalty 

Table A.3 in the Appendix presents the results of the hourly wage equation. We 
first discuss the effects of the covariates and then turn our attention to the effect 
of parenthood. In line with expectations, hourly wages are higher for persons with 
higher levels of education and those living in urban areas and Belgrade. Addition-
ally, married men and women have higher wages, while wages increase linearly 
with age for both genders. Regarding job characteristics, top occupations such as 
managers or professionals are associated with higher wages, while wages are 
higher in industry and services than in agriculture. Hourly wages are higher in 
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the public sector, in supervisory positions, in large firms, and in part-time work, 
while being employed in informal employment or as a temporary worker de-
creases the hourly wage.  

Table 6 reveals that the motherhood penalty in the terms of hourly wages is neg-
ative, but it does not reach statistical significance (column 1).14 However, when 
this effect is split by the age of the youngest child, we find that only mothers of 
the youngest children suffer a statistically significant penalty in wages of about 
4.4% (column 2). The effect for fathers is non-significant (columns 3 and 4), in-
dicating that fathers and non-fathers, conditional on other characteristics, have 
the same average levels of hourly wage. 15 

  

                                                 
14  Percentage interpretation of the coefficient due to the fact that, as is customary in the literature, 

we use the natural logarithm of the hourly wage as the dependent variable in the wage equation 
(rather than levels) in order to stabilize the variance of the hourly wage variable and to account 
for the asymmetry in the distribution of this variable. Therefore, the estimated coefficients in 
the wage equation, presented in Table 6 and Table A3 in the Appendix, represent the condi-
tional change in log wages when the independent variable changes by 1, which approximately 
correspond to the percentage change in wages. 

15  Due to the fact that all the variables in the participation equation are also in the wage equation, 
the exclusion restriction condition (at least one variable has to appear in the participation equa-
tion that is not in the hours equation) for the application of the selection equation is not ful-
filled. In this case it is more reasonable to adopt a model without correction, as suggested by 
Puhani (2000). However, the estimates in Table A.3 suggest some of the variables that enter 
the model are not significant (dummy variables representing number of children), but are sig-
nificant in the participation equation. Therefore, dropping the insignificant variables from the 
wage equation enables us to fulfill the exclusion restriction condition. By using this approach, 
we estimate the wage equation with the selection correction. The results from this model (avail-
able upon request) are very similar to the ones presented here and reaffirm our conclusions. 
However, as the insignificant variables are still theoretically associated with hours of work (par-
ticularly in our framework), we opt to present the results without selection as our main results. 
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Table 6: Hourly wage equation 

 Women Men 
  (1) (2) (3) (4) 
Youngest child 0 to 15 –0.014  –0.008  
 (0.012)  (0.017)  
Youngest child 0 to 2   –0.030**  0.004 
  (0.015)  (0.018) 
Youngest child 3 to 6  –0.006  –0.021 
  (0.015)  (0.019) 
Youngest child 7 to 15  –0.011  –0.011 
  (0.013)  (0.020) 
Individual level controls X X X X 
Job characteristics X X X X 
Regional FE X X X X 
Survey year FE X X X X 
Observations 6,401 6,401 8,123 8,123 

Notes: Results from ordinary least squares model. Individual-level controls: age, indicators for ed-
ucational level, indicator for marriage status, number of adults in household, number of children 
in household, indicator for urban setting. Job characteristic controls: occupation, sector, ownership, 
informal employment, type of contract, supervising position, and firm size. Regional fixed effects: 
Belgrade, Vojvodina, Šumadija and Western Serbia, and Eastern and Southern Serbia. Robust 
standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

The wage penalty for mothers with younger children indicates that if these 
women do not have secure jobs to return to from maternity leave, they have dif-
ficulty finding equally paid jobs that can be aligned with the cumbersome respon-
sibility of taking care of a child. However, we do not find evidence that they con-
tinue to suffer this penalty (compared to non-mothers) in the future, as their chil-
dren become older.  

6.4 Robustness of results 

The main results in the Estimation Results section are estimated using the probit 
model (participation rate), with ordered probit (hours worked per week) or with 
ordinary least squares (log hourly wage). Tables 1 and 2 show that both mothers 
and non-mothers, and fathers and non-fathers, have significantly different back-
ground characteristics. In this section we aim to account for these differences by 
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applying matching methodology. We estimate the parenthood penalty, using pro-
pensity score matching to examine the robustness of the findings. 

The key aim of propensity score matching is achieving balanced observable char-
acteristics by weighting observations differently when estimating the treatment 
effect (in our case, parenthood). This propensity score matching requires satisfy-
ing the conditional independence assumption (CIA): the selection into treatment 
(parenthood) is based solely on observable characteristics. The second assump-
tion is common support, which ensures that female/males with the same charac-
teristics have a positive probability of being treated.  

In a first stage we estimate the propensity score variable ( )p X  using a probit 
model of being a mother/father using the observable characteristics. The estima-
tor of the average treatment of the treated using the propensity score ( )ip X  is 
then given by Rosenbaum and Rubin (1983): 

( ){ } ( ){ }τ  = = − = = 1 0| 1, | 0, | 1PSM
i i i i i i iE E Y D p X E Y D p X D  

where the outer distribution is over ( ( ) =| 1i ip X D ) and 1iY  and 0iY  are potential 
outcomes in the two counterfactual situations of treatment and no treatment 
(parent and no parent, in our case). Stated differently, the propensity score esti-
mator is the mean difference in outcomes of the parents and non-parents over 
the common support and weighted by the propensity score distribution of par-
ticipants. 

We now estimate again the labour market outcomes (participation rate, hours 
worked per week, and log hourly wage) for parents and non-parents, but in this 
section we use propensity score matching. Standard propensity score matching 
can only be applied to estimate the results for mothers/fathers as one group and 
it is not possible to disaggregate parents by the age of the youngest child. 

The results are shown in Table 7 and confirm our main findings. We find that the 
participation of fathers is higher than the participation of non-fathers, while the 
participation of mothers overall does not differ from the participation of non-
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mothers. We do not find any impact on hours worked per week and hourly wage 
of parents.  

Table 7: Robustness: Labour market outcome of parents and non-parents 

 Participation Hours worked  
per week 

Hourly wage  
equation 

  Women Men Women Men Women Men 
  (1) (2) (3) (4) (5) (6) 
Child 0 to 15 –0.020 0.027*** 0.035 –0.008 –0.005 –0.046 
 (0.008) (0.011) (0.021) (0.021) (0.029) (0.025) 
Individual-level 
controls 

X X X X X X 

Regional FE X X X X X X 
Survey year FE X X X X X X 
Observations 29,669 35,311 13,243 17,307 6,401 8,123 
Notes: Marginal effects from probit model. Individual level controls: age, age squared, indicators 
for educational level, indicator for marriage status, number of adults in household, indicator for 
urban setting. Regional fixed effects: Belgrade, Vojvodina, Šumadija and Western Serbia, and East-
ern and Southern Serbia. Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

7. DISCUSSION AND CONCLUSION 

Women in Serbia have worse labour market outcomes than men and one channel 
that can explain these differences between genders is motherhood. The arrival of 
a child in the household brings additional responsibilities for the parents, and 
women usually take on more child-rearing responsibilities. This implies that not 
only are women detached from the labour market during parental leave, but their 
household responsibilities increase permanently with the arrival of a child. The 
difficulty of reconciling parenting responsibilities and general chores can over-
burden women and make it more difficult for them to compete in the labour mar-
ket. The phenomenon of women’s position in the labor market changing when 
they become mothers is called the motherhood penalty, and we explore this phe-
nomenon, together with a similar analysis for fathers, in the Serbian context. 

We find that on average there is no difference between mothers and non-mothers 
in terms of labour market participation. However, women with younger children 
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they become mothers is called the motherhood penalty, and we explore this phe-
nomenon, together with a similar analysis for fathers, in the Serbian context. 

We find that on average there is no difference between mothers and non-mothers 
in terms of labour market participation. However, women with younger children 

are less likely to be active in the labour market than both women with older chil-
dren and non-mothers. This pattern is not found for men: to the contrary, all 
fathers, regardless of the age of children, have a higher propensity to be active in 
the labour market than non-fathers. These findings together show that a tradi-
tional ‘breadwinner’ model prevails in Serbia, where women are predominantly 
providers of childcare and stay at home, while men assume the role of primary 
breadwinner and increase their activity to compensate for the lower labour par-
ticipation of mothers. However, as the children grow older they require less care 
and the burden of childcare shifts towards elementary schools, and women can 
return to the labour market. Indeed, women whose youngest child is aged 7 to 15 
have the highest participation rate among the women in our sample. One expla-
nation for women with older children having a higher propensity to be active than 
non-mothers could be that households with children have larger expenses, and 
when available for work mothers become active in the labour market so that they 
contribute to the household budget.  

This finding is also reflected in the working hours of employed mothers and fa-
thers. Contrary to the findings for countries where part-time work for women is 
common, in Serbia part-time work options are limited, and main distinction is 
between working full-time or overtime. Mothers of younger children are less 
likely to work overtime than non-mothers, while mothers of older children are 
more likely to work overtime than childless women. Similar explanations apply: 
young mothers need to restrict their working hours to cope with household 
chores, while mothers of older children have more expenses and this is reflected 
in the longer hours worked.  

Finally, we do not find significant differences between mothers and non-mothers 
in terms of hourly wages. However, when mothers are grouped according to the 
age of the youngest child, a difference emerges between the wages of mothers and 
non-mothers, and in particular mothers with a very young child (aged 0 to 2). 
One explanation of this effect could be the difficulty women face finding jobs after 
maternity leave that pay the same as for women with the same characteristics and 
can be aligned with the cumbersome responsibilities of taking care of an infant. 
We do find that mothers of older children (3 to 15 years) earn slightly less than 
non-mothers, but this difference does not reach statistical significance. No differ-
ence in hourly wages is found for fathers and non-fathers. 
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To summarize our results, we find that, conditional on observables, mothers of 
younger children (0 to 2 years) have lower activity rates, are less likely to work 
overtime, and have lower hourly wage rates than non-mothers, but this difference 
disappears as the children get older. In fact, women with children aged 7 to 15 are 
more likely to be active in the labour market regarding both the extensive margin 
(participation in the labour market) and the intensive margin (increased working 
hours). Overall, in the Serbian setting, motherhood does not seem to impact the 
labour market trajectories of women in the long run. Although observed effects 
in early parenthood can account for some gender differences in labour market 
outcomes, other factors such as the traditional role of women in the household, 
labour market discrimination, and the difficult position of women in rural areas 
are at play. One limitation of our study is that we exclude from our sample moth-
ers and fathers who fall into the age group 51 years or older and who have children 
15 years old or younger. Our findings do not speak to this group of parents. Ad-
ditionally, our sample does not include divorced fathers who do not live with their 
child(ren), which could potentially bias the results of the fathers’ outcomes. 

In some aspects the case of Serbia fits well with other results available for post-
communist countries (Cukrowska-Torzewska and Matysiak, 2020; Lebedinski et 
al., 2020). The lack of the part-time options and low employment flexibility typi-
cally means that after an initial period of taking care of infants (children aged 0-
2 years) women in Serbia return to the work they previously had, with the same 
working hours and wage rates. However, in contrast to findings for other post-
communist countries, the penalties in Serbia do not seem to last long. Faced with 
the increased financial burden on the household and the generally low wages and 
living standards in Serbia, women are expected to contribute to the household 
budget, while at the same time performing most of the household and childcare 
duties.  

Two policies should be considered based on our findings. First, increasing child-
care availability for the age group 1 to 2 years could help alleviate the domestic 
burden and enable women to return to the labour market, as this group of women 
is least likely to be active. Second, paternity leave policies that allocate part of pa-
rental leave exclusively to fathers should be explored. Paternity leave policies are 
a prominent way to incentivize fathers to take more responsibility for childcare 
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Two policies should be considered based on our findings. First, increasing child-
care availability for the age group 1 to 2 years could help alleviate the domestic 
burden and enable women to return to the labour market, as this group of women 
is least likely to be active. Second, paternity leave policies that allocate part of pa-
rental leave exclusively to fathers should be explored. Paternity leave policies are 
a prominent way to incentivize fathers to take more responsibility for childcare 

and this policy could help increase fathers’ involvement in the household and dis-
tribute housework more equally (Schober, 2014; Patnaik, 2019; Farré and Gonza-
lez, 2019). 
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APPENDIX 

Figure A1: Usual hours worked per week, by gender and parenthood  

 

Table A1: Full estimation of the participation penalty  
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 (0.008) (0.008) (0.005) (0.005) 
College/university or higher 0.330*** 0.341*** 0.147*** 0.147*** 
 (0.009) (0.009) (0.007) (0.007) 
Married –0.011 –0.002 0.055*** 0.055*** 
 (0.007) (0.007) (0.006) (0.006) 
Number of adults in house-
hold –0.003 0.000 –0.003 –0.003 
 (0.003) (0.003) (0.002) (0.002) 
2 children –0.010 –0.012 –0.014* –0.013 
 (0.008) (0.008) (0.008) (0.008) 
3 or more children –0.070*** –0.050*** –0.041*** –0.041*** 
 (0.011) (0.011) (0.011) (0.011) 
Urban 0.001 0.004 –0.036*** –0.036*** 
 (0.006) (0.006) (0.004) (0.004) 
Vojvodina –0.020** –0.022*** –0.007 –0.007 
 (0.008) (0.008) (0.006) (0.006) 
Šumadija and Western Serbia –0.004 –0.008 –0.001 –0.001 
 (0.008) (0.008) (0.006) (0.006) 
Eastern and Southern Serbia –0.032*** –0.039*** –0.022*** –0.022*** 
 (0.008) (0.008) (0.006) (0.006) 
Year 2015 –0.009 –0.008 –0.007 –0.007 
 (0.009) (0.009) (0.007) (0.007) 
Year 2016 0.004 0.004 –0.002 –0.002 
 (0.009) (0.009) (0.006) (0.006) 
Year 2017 0.009 0.010 0.002 0.002 
 (0.009) (0.009) (0.006) (0.006) 
Year 2018 0.018** 0.020** 0.015** 0.015** 
 (0.009) (0.008) (0.006) (0.006) 
Observations 21,335 21,335 25,868 25,868 
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Table A2: Full estimation of the hours penalty  

 (1) (2) (3) (4) 
 Women  Men  

Youngest child 0 to 15 0.022  0.019  
 (0.032)  (0.033)  
Youngest child 0 to 2   –0.098**  –0.012 
  (0.041)  (0.039) 
Youngest child 3 to 6  0.018  0.032 
  (0.040)  (0.039) 
Youngest child 7 to 15  0.076**  0.039 
  (0.035)  (0.038) 
Age –0.002 –0.004** –0.004*** –0.005*** 
 (0.002) (0.002) (0.001) (0.001) 
Primary or less (omitted)     
General or VET secondary –0.004 –0.006 –0.133*** –0.133*** 
 (0.064) (0.064) (0.041) (0.041) 
College/university or higher –0.187*** –0.178** –0.313*** –0.311*** 
 (0.070) (0.070) (0.048) (0.048) 
Married –0.109*** –0.093*** –0.010 –0.009 
 (0.030) (0.030) (0.030) (0.030) 
Number of adults in household 0.043*** 0.045*** 0.030*** 0.030*** 
 (0.011) (0.011) (0.009) (0.009) 
one child (omitted)     
two children –0.006 –0.008 0.022 0.018 
 (0.031) (0.031) (0.029) (0.029) 
three or more children –0.091 –0.057 0.003 0.007 
 (0.057) (0.057) (0.049) (0.050) 
Urban –0.101*** –0.098*** –0.094*** –0.093*** 
 (0.027) (0.027) (0.021) (0.021) 
Managers (omitted)     
Professional –0.227*** –0.226*** –0.062 –0.061 
 (0.081) (0.081) (0.062) (0.062) 
Technicians and ass. prof. –0.058 –0.055 0.065 0.066 
 (0.083) (0.083) (0.065) (0.065) 
Clerical support workers –0.124 –0.121 0.174** 0.175** 
 (0.085) (0.085) (0.069) (0.069) 
Service and sales workers 0.741*** 0.742*** 0.627*** 0.627*** 
 (0.087) (0.087) (0.067) (0.068) 
Skilled agricultural workers –0.486 –0.455 0.242 0.243 
 (0.409) (0.406) (0.167) (0.167) 
Craft and trade workers 0.447*** 0.447*** 0.383*** 0.383*** 
 (0.099) (0.099) (0.068) (0.068) 
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 (0.002) (0.002) (0.001) (0.001) 
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 (0.064) (0.064) (0.041) (0.041) 
College/university or higher –0.187*** –0.178** –0.313*** –0.311*** 
 (0.070) (0.070) (0.048) (0.048) 
Married –0.109*** –0.093*** –0.010 –0.009 
 (0.030) (0.030) (0.030) (0.030) 
Number of adults in household 0.043*** 0.045*** 0.030*** 0.030*** 
 (0.011) (0.011) (0.009) (0.009) 
one child (omitted)     
two children –0.006 –0.008 0.022 0.018 
 (0.031) (0.031) (0.029) (0.029) 
three or more children –0.091 –0.057 0.003 0.007 
 (0.057) (0.057) (0.049) (0.050) 
Urban –0.101*** –0.098*** –0.094*** –0.093*** 
 (0.027) (0.027) (0.021) (0.021) 
Managers (omitted)     
Professional –0.227*** –0.226*** –0.062 –0.061 
 (0.081) (0.081) (0.062) (0.062) 
Technicians and ass. prof. –0.058 –0.055 0.065 0.066 
 (0.083) (0.083) (0.065) (0.065) 
Clerical support workers –0.124 –0.121 0.174** 0.175** 
 (0.085) (0.085) (0.069) (0.069) 
Service and sales workers 0.741*** 0.742*** 0.627*** 0.627*** 
 (0.087) (0.087) (0.067) (0.068) 
Skilled agricultural workers –0.486 –0.455 0.242 0.243 
 (0.409) (0.406) (0.167) (0.167) 
Craft and trade workers 0.447*** 0.447*** 0.383*** 0.383*** 
 (0.099) (0.099) (0.068) (0.068) 

Plant and machine operators 0.089 0.088 0.449*** 0.449*** 
(0.099) (0.099) (0.068) (0.068) 

Elementary occupations 0.022 0.022 0.286*** 0.287*** 
 (0.096) (0.096) (0.074) (0.074) 
Agriculture (omitted)     
Industry –0.082 –0.083 0.225*** 0.225*** 
 (0.159) (0.159) (0.074) (0.074) 
Services –0.125 –0.126 0.167** 0.166** 
 (0.158) (0.158) (0.075) (0.075) 
Public sector –0.490*** –0.494*** –0.511*** –0.511*** 
 (0.028) (0.028) (0.020) (0.020) 
Informally employed –0.815*** –0.821*** –0.486*** –0.486*** 
 (0.067) (0.067) (0.043) (0.043) 
supervising position 0.054 0.051 0.088*** 0.087*** 
 (0.034) (0.034) (0.027) (0.027) 
temporary worker –0.176*** –0.183*** –0.102*** –0.103*** 
 (0.030) (0.030) (0.023) (0.023) 
10 employees or less     
11 to 49 employees –0.013 –0.012 0.030 0.030 
 (0.034) (0.034) (0.028) (0.028) 
50 employees or more –0.017 –0.017 –0.016 –0.016 
 (0.031) (0.031) (0.024) (0.024) 
Belgrade (omitted)     
Vojvodina –0.056* –0.057* –0.100*** –0.100*** 
 (0.031) (0.031) (0.026) (0.026) 
Šumadija and Western Serbia 0.190*** 0.187*** 0.063** 0.063** 
 (0.032) (0.032) (0.027) (0.027) 
Eastern and Southern Serbia 0.038 0.033 –0.026 –0.027 
 (0.033) (0.033) (0.027) (0.027) 
Year 2014 (omitted)     
Year 2015 0.049 0.049 –0.001 –0.001 
 (0.040) (0.040) (0.033) (0.033) 
Year 2016 0.014 0.013 –0.062* –0.061* 
 (0.038) (0.038) (0.032) (0.032) 
Year 2017 0.013 0.014 –0.006 –0.006 
 (0.038) (0.038) (0.032) (0.032) 
Year 2018 0.021 0.022 –0.049* –0.048* 
 (0.035) (0.035) (0.029) (0.029) 
Constant cut1 –2.338*** –2.405*** –1.997*** –2.011*** 
 (0.206) (0.207) (0.124) (0.124) 
Constant cut2 0.380* 0.315 0.298** 0.284** 
 (0.205) (0.205) (0.122) (0.122) 
Observations 13,243 13,243 17,307 17,307 
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Table A3: Full estimation of the wage penalty 

 (1) (2) (3) (4) 
 Women  Men  

Youngest child 0 to 15 –0.014  –0.008  
 (0.012)  (0.017)  
Youngest child 0 to 2   –0.030**  0.004 
  (0.015)  (0.018) 
Youngest child 3 to 6  –0.006  –0.021 
  (0.015)  (0.019) 
Youngest child 7 to 15  –0.011  –0.011 
  (0.013)  (0.020) 
Age 0.003*** 0.003*** 0.004*** 0.004*** 
 (0.001) (0.001) (0.001) (0.001) 
Primary or less (omitted)     
General or VET secondary 0.099*** 0.099*** 0.105*** 0.105*** 
 (0.019) (0.019) (0.016) (0.016) 
College/university of higher 0.228*** 0.229*** 0.271*** 0.270*** 
 (0.022) (0.022) (0.020) (0.020) 
Married 0.018* 0.020* 0.077*** 0.077*** 
 (0.011) (0.011) (0.015) (0.015) 
Number of adults in household –0.022*** –0.021*** –0.022*** –0.022*** 
 (0.004) (0.004) (0.004) (0.004) 
one child (omitted)     
two children 0.015 0.015 –0.015 –0.013 
 (0.011) (0.011) (0.014) (0.014) 
three or more children 0.015 0.018 0.014 0.014 
 (0.022) (0.023) (0.022) (0.022) 
Urban 0.042*** 0.043*** 0.019** 0.019** 
 (0.009) (0.009) (0.009) (0.009) 
Managers (omitted)     
Professional –0.157*** –0.155*** –0.070 –0.071 
 (0.052) (0.052) (0.047) (0.047) 
Technicians and ass prof. –0.314*** –0.312*** –0.160*** –0.161*** 
 (0.052) (0.052) (0.047) (0.047) 
Clerical support workers –0.376*** –0.374*** –0.290*** –0.291*** 
 (0.053) (0.053) (0.048) (0.048) 
Service and sales workers –0.567*** –0.565*** –0.346*** –0.347*** 
 (0.053) (0.053) (0.047) (0.047) 
Skilled agricultural workers –0.323** –0.317** –0.346*** –0.346*** 
 (0.145) (0.145) (0.097) (0.097) 
Craft and trades workers –0.600*** –0.598*** –0.296*** –0.296*** 
 (0.055) (0.055) (0.048) (0.048) 
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 (1) (2) (3) (4) 
 Women  Men  

Youngest child 0 to 15 –0.014  –0.008  
 (0.012)  (0.017)  
Youngest child 0 to 2   –0.030**  0.004 
  (0.015)  (0.018) 
Youngest child 3 to 6  –0.006  –0.021 
  (0.015)  (0.019) 
Youngest child 7 to 15  –0.011  –0.011 
  (0.013)  (0.020) 
Age 0.003*** 0.003*** 0.004*** 0.004*** 
 (0.001) (0.001) (0.001) (0.001) 
Primary or less (omitted)     
General or VET secondary 0.099*** 0.099*** 0.105*** 0.105*** 
 (0.019) (0.019) (0.016) (0.016) 
College/university of higher 0.228*** 0.229*** 0.271*** 0.270*** 
 (0.022) (0.022) (0.020) (0.020) 
Married 0.018* 0.020* 0.077*** 0.077*** 
 (0.011) (0.011) (0.015) (0.015) 
Number of adults in household –0.022*** –0.021*** –0.022*** –0.022*** 
 (0.004) (0.004) (0.004) (0.004) 
one child (omitted)     
two children 0.015 0.015 –0.015 –0.013 
 (0.011) (0.011) (0.014) (0.014) 
three or more children 0.015 0.018 0.014 0.014 
 (0.022) (0.023) (0.022) (0.022) 
Urban 0.042*** 0.043*** 0.019** 0.019** 
 (0.009) (0.009) (0.009) (0.009) 
Managers (omitted)     
Professional –0.157*** –0.155*** –0.070 –0.071 
 (0.052) (0.052) (0.047) (0.047) 
Technicians and ass prof. –0.314*** –0.312*** –0.160*** –0.161*** 
 (0.052) (0.052) (0.047) (0.047) 
Clerical support workers –0.376*** –0.374*** –0.290*** –0.291*** 
 (0.053) (0.053) (0.048) (0.048) 
Service and sales workers –0.567*** –0.565*** –0.346*** –0.347*** 
 (0.053) (0.053) (0.047) (0.047) 
Skilled agricultural workers –0.323** –0.317** –0.346*** –0.346*** 
 (0.145) (0.145) (0.097) (0.097) 
Craft and trades workers –0.600*** –0.598*** –0.296*** –0.296*** 
 (0.055) (0.055) (0.048) (0.048) 

Plant and machine operators –0.495*** –0.493*** –0.277*** –0.278*** 
(0.055) (0.055) (0.047) (0.047) 

Elementary occupations –0.592*** –0.591*** –0.399*** –0.399*** 
 (0.053) (0.054) (0.049) (0.049) 
Agriculture (omitted)     
Industry 0.204** 0.204** 0.149*** 0.149*** 
 (0.083) (0.083) (0.029) (0.029) 
Services 0.151* 0.151* 0.082*** 0.082*** 
 (0.083) (0.083) (0.029) (0.029) 
Public sector 0.075*** 0.075*** 0.142*** 0.142*** 
 (0.014) (0.014) (0.010) (0.010) 
Informally employed –0.117*** –0.118*** –0.129*** –0.129*** 
 (0.025) (0.025) (0.024) (0.024) 
supervising position 0.115*** 0.115*** 0.164*** 0.164*** 
 (0.018) (0.018) (0.015) (0.015) 
temporary worker –0.102*** –0.103*** –0.090*** –0.090*** 
 (0.011) (0.011) (0.010) (0.010) 
part–time worker 0.230*** 0.230*** 0.128*** 0.128*** 
 (0.035) (0.035) (0.044) (0.044) 
10 employees or less     
11 to 49 employees 0.061*** 0.061*** 0.073*** 0.074*** 
 (0.013) (0.013) (0.013) (0.013) 
50 employees or more 0.118*** 0.118*** 0.120*** 0.120*** 
 (0.013) (0.013) (0.011) (0.011) 
Belgrade (omitted)     
Vojvodina –0.090*** –0.090*** –0.112*** –0.112*** 
 (0.012) (0.012) (0.013) (0.013) 
Šumadija and Western Serbia –0.140*** –0.140*** –0.179*** –0.179*** 
 (0.012) (0.012) (0.013) (0.013) 
Eastern and Southern Serbia –0.170*** –0.171*** –0.192*** –0.192*** 
 (0.012) (0.012) (0.013) (0.013) 
Year 2014 (omitted)     
Year 2015 0.003 0.002 -0.001 -0.001 
 (0.016) (0.016) (0.016) (0.016) 
Year 2016 0.021 0.021 0.020 0.020 
 (0.015) (0.015) (0.015) (0.015) 
Year 2017 0.021 0.021 0.031** 0.031** 
 (0.015) (0.015) (0.015) (0.015) 
Year 2018 0.064*** 0.064*** 0.088*** 0.088*** 
 (0.014) (0.014) (0.014) (0.014) 
Constant  5.102*** 5.106*** 5.041*** 5.038*** 
 (0.103) (0.103) (0.063) (0.063) 
Observations 6,401 6,401 8,123 8,123 
R-squared 0.475 0.475 0.343 0.344 
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1. INTRODUCTION 

This paper is about wage dynamics related to changing jobs. Specifically, we 
analyse labour mobility and wage change. This paper does not address the 
determinants of labour mobility per se – why workers are more likely to move 
from a domestic to a foreign company or vice versa – but investigates the effect 
of labour mobility on wages.  

The investigation of the difference between wages paid by foreign and domestic 
companies, known as the ‘foreign-wage premium’, is a longstanding area of 
research. Various studies have found that multinational enterprises (MNE) pay 
higher wages than domestic companies (for example, Aitken et al., 1996; Lipsey 
and Sjöholm, 2004), although this claim has been contested recently and has 
produced calls for studies that reconsider this generic claim, particularly in the 
context of developing countries (Coniglio et al., 2015; van der Straaten et al., 2020; 
Cruz et al., 2018). Additionally, whether there is a true company ownership effect 
or whether the foreign wage premium is the result of workers’ different 
characteristsics is a matter for discussion. In other words, multinational 
companies may on average pay higher wages than domestic companies because 
they employ more-skilled workers, who are normally paid higher wages (Doh, 
2019). In developed countries the competitive advantage of multinational 
enterprises and domestic companies is similar, but in developing countries the 
foreign wage premium is likely to be higher (Glass and Saggi, 2002) because of 
the higher quality of jobs created by MNEs compared with domestic companies 
due to technological superiority and managerial sophistication (Gereffi et al., 
2019; Pandit et al., 2020).  

Labour mobility is a key channel through which MNEs can affect host country 
development (Masso & Vahter, 2019). Research has identified that workers 
moving from MNEs to local firms bring specific new or enhanced skills and 
experience with them (Davis & Poole, 2020), spreading new skills and training to 
the domestic sector (Poole, 2013; Pradhan, 2006). Additionally, studies have 
analysed the creation of ‘spinoffs’, new firms established by former MNE 
employees in the same industry (Andersson and Klepper, 2013).  

In these cases, the research highlights how MNEs foster local development by 
increasing the potential for knowledge transfer (Park et al., 2021). The focus of 
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The investigation of the difference between wages paid by foreign and domestic 
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or whether the foreign wage premium is the result of workers’ different 
characteristsics is a matter for discussion. In other words, multinational 
companies may on average pay higher wages than domestic companies because 
they employ more-skilled workers, who are normally paid higher wages (Doh, 
2019). In developed countries the competitive advantage of multinational 
enterprises and domestic companies is similar, but in developing countries the 
foreign wage premium is likely to be higher (Glass and Saggi, 2002) because of 
the higher quality of jobs created by MNEs compared with domestic companies 
due to technological superiority and managerial sophistication (Gereffi et al., 
2019; Pandit et al., 2020).  

Labour mobility is a key channel through which MNEs can affect host country 
development (Masso & Vahter, 2019). Research has identified that workers 
moving from MNEs to local firms bring specific new or enhanced skills and 
experience with them (Davis & Poole, 2020), spreading new skills and training to 
the domestic sector (Poole, 2013; Pradhan, 2006). Additionally, studies have 
analysed the creation of ‘spinoffs’, new firms established by former MNE 
employees in the same industry (Andersson and Klepper, 2013).  

In these cases, the research highlights how MNEs foster local development by 
increasing the potential for knowledge transfer (Park et al., 2021). The focus of 

the current study, however, is on the relationship between MNEs and their host 
economies in terms of workers’ welfare, which could lead to economic growth by 
increasing aggregate demand (Woodgate, 2021). This study considers this 
relationship using a novel data source and attempts to control for the influence 
of worker characteristics. As Earle et al. (2012) explain, studies with firm-level 
data are usually missing information about worker characteristics, so it is not 
possible to control for the effect of worker heterogeneity on the foreign wage 
premium. To the extent that a foreign wage premium exists, entry or expansion 
of foreign MNEs can benefit the workers who are employed in these companies 
(Glass and Saggi, 2002). Foreign companies not only contribute to employment 
but also train labour, which may become available to local competitors or result 
in the establishment of new businesses (Dunning, 1988; Narula, 1996). However, 
this may also lead to the crowding-out of domestic companies, which then face 
stiffer competition for a limited pool of skilled workers and face higher costs to 
attract talented workers (Ayentemi et al., 2018).  

In order to develop an understanding of whether multinational companies – 
specifically foreign-owned firms operating in a given host country – pay higher 
wages than domestic companies for similar workers, it is crucial to control for 
workers’ characteristics. In this study, worker characteristics are kept constant 
while observing whether changing jobs from domestic firms to MNEs affects 
workers’ wages. Thus, this research analyses whether the higher wages paid by 
MNEs are due to the different characteristics of workers. 

This study uses linked employer–employee data from Serbia for 2000 to 2014, 
provided by the Serbian Social Register. This is the first study to use data from 
this source, which is held by the national pension agency, part of the Ministry of 
Employment and Social Welfare. The object of this paper is to discover whether 
workers who move from domestic to foreign-owned companies experience a 
larger wage increase than those who do not change jobs (or move from foreign to 
domestic-owned companies), and whether the change in wages is moderated by 
the level of workers’ education.  

This research finds not only that MNEs in Serbia pay higher wages on average, 
but also that they pay higher wages to workers with similar characteristics, so the 
wage change is the result of changing from a domestic to a foreign company. The 
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wage increase is higher for more-educated workers, who are more able to benefit 
from the entry of MNEs to Serbia. This effect is significant, with the wages of 
more-educated workers who move from domestics to foreign companies 
increasing by 21%. 

The remainder of this paper is organised as follows. Section 2 presents the 
literature review. Section 3 presents the methodology. The results are given in 
Section 4, and section 5 provides concluding remarks and some policy 
recommendations.  

2. LITERATURE REVIEW 

This literature review is organised around the three main dimensions of the 
paper: (1) the effect of general labour mobility on wages, regardless of the type of 
company; (2) labour mobility and the effect of company ownership on wage 
change; and (3) the moderating effect of worker-specific characteristics, including 
education, on wage change. 

2.1 Labour mobility and wage change 

Early research on job changes took a transactional, cost-benefit approach to 
understanding why people change jobs, and the impact this has on the employee. 
According to Kidd (1991), there are two forces that underly changing jobs. On 
the one hand, labour mobility benefits employees, as it rewards time spent on job 
search and training. In an analysis of wage growth and job turnover, Bartel and 
Borjas (1981) find that labour mobility substantially determines not only wage 
levels but also the dynamics of wage growth. However, this pattern is also age-
dependent. Workers who change jobs voluntarily experience a wage increase if 
they change early in their career, but labour mobility negatively affects the wages 
of more-senior workers who decide to change jobs later in their career. Abbott 
and Beach (1994) investigate the dynamics of wage change resulting from female 
workers changing jobs in Canada and find that changing jobs results in short-run 
wage increases of up to 9%. From this perspective, labour turnover is the result of 
expected positive returns from investing time and resources in labour mobility 
(Kid, 1991). On the other hand, employees who change jobs can also experience 
negative impacts if they forego job-specific skills accumulated with their previous 
employer. Abbott and Beach (1994) also argue that those who change jobs can 

52

Economic Annals, Volume LXVII, No. 232 / January – March 2022



wage increase is higher for more-educated workers, who are more able to benefit 
from the entry of MNEs to Serbia. This effect is significant, with the wages of 
more-educated workers who move from domestics to foreign companies 
increasing by 21%. 

The remainder of this paper is organised as follows. Section 2 presents the 
literature review. Section 3 presents the methodology. The results are given in 
Section 4, and section 5 provides concluding remarks and some policy 
recommendations.  

2. LITERATURE REVIEW 

This literature review is organised around the three main dimensions of the 
paper: (1) the effect of general labour mobility on wages, regardless of the type of 
company; (2) labour mobility and the effect of company ownership on wage 
change; and (3) the moderating effect of worker-specific characteristics, including 
education, on wage change. 

2.1 Labour mobility and wage change 

Early research on job changes took a transactional, cost-benefit approach to 
understanding why people change jobs, and the impact this has on the employee. 
According to Kidd (1991), there are two forces that underly changing jobs. On 
the one hand, labour mobility benefits employees, as it rewards time spent on job 
search and training. In an analysis of wage growth and job turnover, Bartel and 
Borjas (1981) find that labour mobility substantially determines not only wage 
levels but also the dynamics of wage growth. However, this pattern is also age-
dependent. Workers who change jobs voluntarily experience a wage increase if 
they change early in their career, but labour mobility negatively affects the wages 
of more-senior workers who decide to change jobs later in their career. Abbott 
and Beach (1994) investigate the dynamics of wage change resulting from female 
workers changing jobs in Canada and find that changing jobs results in short-run 
wage increases of up to 9%. From this perspective, labour turnover is the result of 
expected positive returns from investing time and resources in labour mobility 
(Kid, 1991). On the other hand, employees who change jobs can also experience 
negative impacts if they forego job-specific skills accumulated with their previous 
employer. Abbott and Beach (1994) also argue that those who change jobs can 

bear costs due to the loss of previous investments in training, so that the gains 
from changing jobs need to be higher than these sunk costs. 

Identifying the difference between those whose wages change because they 
change company and those who experience a wage change within the same 
company is complex. The most accurate way to estimate short-run wage change 
is to compare workers who change jobs with those who stay in the same job, but 
in the long run this is difficult since unobservable factors can influence wage 
growth for stayers. Campbell (2001) points this out and finds that over a three-
year period about 10% of wage increases arise from changing jobs. Only 40% of 
wage growth is related to job change, while the rest is related to a higher rate of 
wage growth. Widerstedt (1998) finds that returns on work experience are higher 
for workers who change jobs than for those who do not. However, this is not 
directly caused by the change but rather by the accumulation of knowledge and 
experience. In sum, previous research does not provide a conclusive answer as to 
whether changing jobs positively affects wages. It is suggested that this is an 
empirical question whose answer may depend on several contextual 
characteristics. Notwithstanding this lack of consensus on the relationship 
between changing jobs and wage growth, the underlying motive for changing 
company is an expectation that it will be followed by a positive change in either 
wages or job quality (Lisi, 2018), both of which lead to higher employee 
satisfaction, which is considered an important motive for changing jobs. 

Changing employer has been shown to have a particularly positive impact on job 
satisfaction if it does not involve changing occupation (Zhou et al., 2017). There 
is an expectation that changing to a similar job will also have a positive impact on 
workers’ wages because of their experience with their previous employer, whereas 
if changing jobs also means changing occupation, previous work experience 
might be worthless (Heinrichs et al., 2020). Zhou et al. (2017) highlight the 
difference between those who change both job and occupation and those who 
change their job within the same occupation. Both groups experience increased 
job satisfaction when they change, described as the ‘honeymoon’ effect. However, 
in the second year after the change the latter group experiences declining job 
satisfaction, which then increases slightly, while the former group experiences a 
decline in job satisfaction that does not increase later – the ‘hangover’ effect. 
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Longhi and Brynin (2010) combine these two approaches in an analysis of 
occupational change in Great Britain and Germany, and find that a change in jobs 
which also involves a change of occupation is, in general, beneficial for employees, 
as the wages of workers who change jobs increase more than the wages of workers 
who do not. The study focuses on wages as the main aspect of job satisfaction, 
which it measures at the moment of change, even though job satisfaction is 
normally understood to be a multi-dimensional construct (Knežević et al., 2020). 
Although job satisfaction cannot be reduced to its financial aspect, wage studies 
highlight that wages are an important element (Bossler & Brozseit, 2017; 
Hamermesh, 1999).  

2.2 The effect of foreign ownership  

Conceptual literature 

The literature not only shows that changing jobs influences workers’ wages but 
also that MNEs pay higher wages than domestic companies. Several studies have 
evaluated the impact of Foreign Direct Investment (FDI) on wages. A review of 
these studies by Barba Navarettiet al. (2004) suggests that MNEs support labour 
development in host countries by offering new jobs that require higher skills, 
thereby encouraging students to attend university (Blomstrom, 2002). 

Some have argued that MNEs pay higher wages simply because they tend to be 
concentrated in knowledge- and technology-intensive industries that require 
higher wages (Sahu & Goel, 2019). Research on MNEs posits that in order to 
attract FDI, companies need to have firm-specific (or ownership-specific) 
advantages such as knowledge or technology, so MNEs will emerge in knowledge- 
and technology-intensive industries and create high-quality jobs that require 
more-educated workers (Dunning, 1998). If advanced technologies and 
knowledge are the main source of MNEs’ advantage, foreign companies will 
demand more-educated workers whose compensation will be higher. 

Over time, MNEs find it expensive to pay expatriates and so train local labour to 
take over some of the technical and managerial positions (Fosfuri et al., 2001). 
However, labour mobility means that MNE workers may start working for 
domestic companies, leading to knowledge spillover and thus increasing the 
competitive advantage of domestic competitors. Gorg et al. (2007), in their 
analysis of Ghanaian employers, find that on average employees of foreign 
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Over time, MNEs find it expensive to pay expatriates and so train local labour to 
take over some of the technical and managerial positions (Fosfuri et al., 2001). 
However, labour mobility means that MNE workers may start working for 
domestic companies, leading to knowledge spillover and thus increasing the 
competitive advantage of domestic competitors. Gorg et al. (2007), in their 
analysis of Ghanaian employers, find that on average employees of foreign 

companies stay longer with the same employer than those in domestic companies. 
It has been argued that a reason for this reduced labour mobility is an increase in 
workplace training, because MNEs perceive investing in labour as a way to keep 
workers and avoid the spillover of knowledge to local competitors (Fosfuri et al. 
2001), reducing the potential knowledge exchange benefits for host countries 
from FDI by MNEs (Poole, 2013; Pradhan, 2006). Miyamoto (2003) suggests that 
by investing in employee training, MNEs not only develop worker skills but also 
gradually increase the quality of MNE operations. The increased skill base of local 
labour then helps to attract better quality FDI, associated with higher-wage jobs. 

Although much previous research focuses on the relationship between FDI and 
wages in terms of the novel job roles and higher skill requirements of MNEs, other 
studies examine the determinants of wages when jobs in MNEs and domestic 
firms are similar (Heyman, 2007). The causes of this MNE wage premium are 
fourfold. First, the likelihood that MNEs will close plants and offices and 
reallocate their activities (Bernard and Sjoholm, 2003; Dewit et al., 2019) results 
in lower job security, which has to be compensated for with higher wages. Once 
controlled for size and performance, MNEs are more footloose and more likely 
to close than domestic companies. 

Second, MNEs may be forced to pay higher wages due to labour market 
information asymmetry. MNEs may be in a disadvantaged position when it 
comes to finding the best workers because of their lack of integration in local 
networks. Therefore, labour market imperfections induce MNEs to offer higher 
wages to attract the best workers (Dobbelaere & Kiyota, 2018; Girma and Gorg, 
2007).  

Third, to the extent that foreign companies are more productive than domestic 
companies and that their productivity advantage comes from ownership 
advantages such as technology or knowledge, they will offer higher wages to avoid 
high worker turnover. Egger and Kreickemeier (2013) explain that more-
productive firms which make higher profits will pay higher wages, regardless of 
ownership. In fact, they argue that if foreign and domestic companies have the 
same level of productivity there will be no foreign wage premium. They propose 
that wage premium is related to a company’s global as opposed to national profits, 
and that it is not just that productive MNEs with FDI pay higher wages. 
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Fourth, Gorg et al. (2007) suggest that the foreign wage premium is a gradual 
process that relates to the accrual of skills by the workforce. This implies that the 
foreign wage premium is gained over time because workers become more 
valuable to the company after they have gone through substantial training and 
acquired job-specific experience. MNEs have been shown to be larger and more 
productive, to have better access to capital through their headquarters, and to 
have higher profits, which can also explain their higher investment in employees 
and greater expenditure on wages (Pearce, 2018). 

These four underlying factors are all expected to positively affect average wages 
(Earle et al., 2012). Whether foreign ownership will have a positive or negative 
impact on individual workers’ wages depends on human capital quality and on 
the presence of domestic MNE competition, which is stronger in developed than 
in developing countries. The most productive companies in developed countries 
can bear the costs of the liability of being foreign and are prone to become MNEs. 
Since domestic companies in developing countries are less productive than MNEs 
because they are further away from the technological frontier, the foreign wage 
premium can be seen as inevitable, to a greater or lesser extent. However, MNEs 
face greater competition in developed countries where domestic companies are 
closer to the technological frontier, so the foreign wage premium may be lower in 
developed countries. The technological gap between MNEs’ home and host 
country plays a role in determining the size of the foreign wage premium. 
Consequently, it is no surprise that research in this field has shown that the 
impact of FDI on wages is, on average, neutral in developed countries and positive 
in developing countries (Javorcik, 2014).  

Empirical literature 

The empirical work on the foreign wage premium falls into three main categories. 
The first focuses on changes in company ownership while the workers remain in 
place, investigating whether changes in company ownership influence wages 
(Hijzen et al., 2013; Heyman et al., 2007). The second compares average wages in 
MNEs and non-MNEs (Heyman, 2007). The third focuses on the impact of 
company ownership on wage change by observing worker movement between 
companies and considering individual worker characteristics (Martins, 2011), 
and is the most closely related to this study. Although in explaining these 
phenomena we take the same broad approach as Martins, the methods used in 
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and is the most closely related to this study. Although in explaining these 
phenomena we take the same broad approach as Martins, the methods used in 

this research diverge from that study due to differences in data structure. Martins 
(2011) had data on domestic-to-domestic and foreign-to-foreign company 
change as well as firm or worker size and a measure of workers’ experience, which 
is not available in the dataset from the Serbian Social Register. 

Analysing the change of company ownership via foreign takeover in Sweden, 
Heyman et al. (2007) find that foreign ownership causes an 11% increase in wages 
at the company level, even after controlling for industry characteristics. However, 
company-level analysis is not perfect. As the authors acknowledge, foreign 
acquisitors tend to target domestic companies that already pay above-average 
wages. Because of this, Heyman et al. (2007) compare the wage difference between 
foreign-owned and domestic MNEs. They conclude that wage differences at the 
worker level are not driven by foreign ownership and that they exist between 
MNEs and non-MNEs rather than between domestic and foreign companies. 
This means that a large part of the discrepancy in wages between foreign and 
domestically owned companies is explained by their level of multinationality. The 
foreign ownership wage premium was then only 2% and the difference between 
foreign and Swedish-owned MNEs was almost zero. 

Heyman (2007) shows that at the worker level, foreign companies pay about 4% 
higher wages than domestic companies, but when individual characteristics such 
as experience and education are accounted for the premium drops to about 2.5%. 
However, it has been argued that the majority of studies analyse the causal effect 
of change in ownership by observing domestic companies that have been 
acquired by MNEs and not by observing the employee changes that come with 
acquisition: the dismissal of unskilled workers and hiring of skilled workers, 
which can bias the foreign wage premium upwards (Hijzen et al., 2013). 

In a comparative cross-country analysis of the UK, Germany, Portugal, Brazil, 
and Indonesia, Hijzen et al. (2013) study the impact of company ownership on 
wage changes in developed and developing countries separately, at both the 
company and the worker level. They confirm that in less-developed countries 
there is a greater difference between foreign and domestic wages. At the firm level 
the acquisition of a domestic company by a foreign company would lead to a 2% 
wage increase in Germany and a 21% wage increase in Indonesia. However, both 
Hijzen et al. (2013) and Heyman (2007) confirm that the estimated foreign wage 
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premium is significantly reduced at the worker level when individual 
characteristics are controlled for. Even after controlling for these factors, foreign 
ownership maintains its significant effect on movers’ wages. Hijzen et al. (2013) 
attribute the foreign wage premium to the higher quality jobs provided by foreign 
companies.  

Martins’ analysis (2011), based on Portuguese data, is most closely related to the 
analysis in this paper. He finds that workers moving from domestic to foreign 
companies experience an average wage change of 18%, while those moving in the 
opposite direction experience an average wage change of –8.4%. The study 
focuses specifically on labour mobility (workers changing between foreign and 
domestic companies) rather than companies changing ownership. The same 
approach is used in this paper, as observing workers makes it possible to 
disentangle the different abilities of workers and the company’s wages. However, 
workers may work for low-paying domestic companies, in which case a change 
from domestic to foreign company would most likely provide biased results. This 
possibility is controlled for by taking firm-specific characteristics into account. 
Moreover, the phenomenon of wage growth is not only about wage change at the 
moment of a job change, but also about wage growth in the long run. Martins 
(2011) also finds that workers who move from a domestic to a foreign company 
experience a higher wage growth (of about 4%) than those who move from a 
foreign to a domestic company (about 2%). Therefore, changing jobs from a 
domestic to a foreign company is expected to have a positive impact not only on 
wage change but also on wage growth. Similar results have been found for 
Germany and Norway, where moving from a domestic to a foreign company 
leads to a wage increase (Balsvik, 2011; Andrews et al., 2010). 

Overall, there seems to be a consensus in the literature that a wage premium is 
associated with foreign ownership of a firm, mostly evident in developing 
countries. Therefore, based on the literature discussed thus far on the foreign 
wage premium, the first hypothesis is proposed: 

H1: Changing from a domestic- to a foreign-owned employer is associated 
with increased wages. 
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2.3 Heterogeneous effects: the role of workers’ education 

Following Jovanovic (1979), one needs to allow for the fact that workers are 
heterogeneous, which means that they differ in productivity as in knowledge and 
skills. Therefore, wage growth should be related to workers’ different abilities. At 
the same time, labour market information asymmetry results in uncertainty 
about labour productivity before employment. Consequently, as proposed by 
Campbell (2001:4), “the starting wage offered by companies is based on the 
expected value of productivity given the information available at the time the job 
commences. When starting the new job, there may initially be great uncertainty 
over actual productivity which implies that as new information arrives, future 
earnings may rise considerably above or below the starting wage”.  

Managing workers’ wages is an important aspect of the human resource management 
that is responsible for the success of MNEs. An important aspect of MNEs’ success is 
the ownership advantage that derives from knowledge; i.e., the firm’s human capital. 
Therefore, human resource management is a core element of the advantage of MNE 
ownership. A company’s human capital and financial performance are 
complementary (Narula & Verbeke, 2015). More-educated workers generate more 
knowledge and stronger ownership advantages for foreign companies; thus they are 
offered higher wages. This is one of the reasons for rewarding valuable workers, and 
the way MNEs appreciate employees has long-term consequences for the company’s 
organisational strategy (Andersson et al., 2019).  

Whether wages rise or fall after changing jobs depends on many measurable 
factors such as worker’s education and experience with previous employers, and 
also on factors that cannot be measured precisely, such as a worker’s skill match 
with the job requirements (Widerstedt, 1998). Observing wages and United 
States-based MNE activity in Mexico in the 20th century, Feenstra and Hanson 
(1997) find that FDI was positively correlated with the demand for highly skilled 
labour. The study observes the activity of regional manufacturing facilities, since 
a big share of employment was generated by the outsourcing of US MNEs. The 
regions with the biggest concentration of FDI were also the regions with the 
biggest increase in the share of skilled labour in total wages. According to 
Heyman et al. (2007), those who change companies also have work experience 
with the previous employer that might be valuable. Therefore, wage changes are 
driven by worker heterogeneity, or the ‘heterogeneity effect’.  
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According to Gorg et al. (2007), by controlling for education and other worker 
characteristics the coefficient of foreign ownership is reduced but is positive and 
highly significant. A 1% increase in foreign ownership leads to an increase in the 
hourly wage of about 0.45%. Batra and Tan (2002) support this argument and also 
find that there are high productivity gains from MNE training. Not only is the 
training provided valuable for employees’ work but it also provides them with 
personal satisfaction and the sense of being valued. Employee training results in 
productivity gains of up to 75% in Indonesia and Nicaragua and up to 45% in 
Mexico and Malaysia (Batra and Tan, 2002). This relationship between training 
and productivity gains has been confirmed in multiple studies (Ben Jamaa Cherif, 
2021; Chhetri et al., 2018; Moussaid et al., 2020). 

Research by Poole (2013), although predominantly focusing on the spillovers 
from MNEs to domestic companies through workers who move from one 
company to another carrying knowledge, social capital, or management style, also 
suggests that more-educated MNE employees benefit more from positive wage 
change than less-educated employees when they move to domestic firms. They 
argue that higher-skilled former MNE workers are better able to convey 
information and technology to domestic company workers and that higher-
skilled domestic company workers are better able to absorb new technology 
through interactions with former MNE workers. The largest spillovers occur 
when former MNE workers have greater educational attainment and experience 
than domestic company workers (Poole, 2013) 

Abbott and Beach (1994) find evidence that the education of workers matters for a 
wage increase when changing jobs. Those with university degrees experience higher 
wage change when changing jobs than workers with lower educational attainment. 
Their argument is that more-educated workers have greater ability to absorb 
knowledge in the workplace and use it productively in the new workplace. Therefore, 
the level of education moderates the relationship between job mobility and wages in 
addition to accumulated firm-specific human capital, and is also an important 
determinant of job change itself. Sousa-Poza and Henneberger (2004) find that more 
years of schooling lead to a higher propensity to change jobs because more-educated 
workers overcome the transition between jobs and adapt to a new environment more 
easily (Bowlus and Neuman, 2006). Therefore, the objective expectation is that 
education plays a critical role in wage growth (Mincer, 2012). 
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wage increase when changing jobs. Those with university degrees experience higher 
wage change when changing jobs than workers with lower educational attainment. 
Their argument is that more-educated workers have greater ability to absorb 
knowledge in the workplace and use it productively in the new workplace. Therefore, 
the level of education moderates the relationship between job mobility and wages in 
addition to accumulated firm-specific human capital, and is also an important 
determinant of job change itself. Sousa-Poza and Henneberger (2004) find that more 
years of schooling lead to a higher propensity to change jobs because more-educated 
workers overcome the transition between jobs and adapt to a new environment more 
easily (Bowlus and Neuman, 2006). Therefore, the objective expectation is that 
education plays a critical role in wage growth (Mincer, 2012). 

Based on the discussed literature about the role of individual worker 
characteristics and education in wage change, the second hypothesis is proposed: 

H2: More-educated workers benefit more than less-educated workers from 
changing from a domestic to a foreign-owned company. 

3. METHODOLOGY AND DATA 

3.1 Country and data characteristics 

This empirical analysis of labour mobility and wage change in Serbia is based on 
employer–employee data for the period 2000 to 2014 from the Serbian Social 
Register. This is a particularly interesting period for this kind of analysis, since 
inward FDI in Serbia was negligible before 2000 and grew at a high rate after that 
due to political changes and liberalisation policies that favoured foreign capital, 
as Serbia developed the characteristics of a transition economy (Knežević et al., 
2020; Petrovic et al., 2017). As presented in Figure 1, the flow of inward FDI to 
Serbia was among the highest in the region. With the exception of early post-
NATO-conflict years when investment stagnated, there was a sharp increase in 
inward FDI to Serbia. After 2009, of the former Yugoslav Republic countries only 
Montenegro had higher inward FDI.  

Figure 1: Inward FDI stock as % of GDP in ex-YU countries 

 
Source: Author's illustration based on UNCTAD data  
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As shown in Figure 2, inward FDI stock to Serbia as a percentage of GDP started 
at about 13% in 2000 and reached almost 80% in 2018. However, average GDP 
per capita fluctuated slowly between around US$4,000 in 2000 and US$6,800 in 
2018 – only a 33% increase over 16 years, giving an average annual growth of 
around 2%.  

Figure 2: Serbia: Inward FDI stock, % of GDP and GDP per capita 

 
Source: Author's illustration based on UNCTAD data  
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started investing in Serbia via FDI in 2000. The dataset allows observation of 
employees’ gross annual wage and education level and employer ownership 
(foreign vs. domestic).2 Observing the nominal wage would not have changed the 
pattern, so we did not need to deduct taxes from the gross wage provided by the 
Serbian Social Register. Entities are considered foreign if 10% or more is held by 
a foreign national, in line with International Monetary Fund criteria.  

This paper does not analyse suggestions, for example, by Heyman (2007), that 
‘multinationality’ matters and that the main wage differences are not primarily 
the result of differences between domestic and foreign-owned MNEs. This is not 
only because of data constraints but also because Serbia, as a transition country, 
does not have many privately owned domestic MNEs, a fact that is reflected in 
Serbia’s extremely low outward FDI flows (UNCTAD, 2019). 

The dataset consists of 1,500 individuals randomly chosen from people born 
between 1965 and 1975. No individual retired within the observed period. In 2014 
Serbia had 3.1 million people active in the labour market, 2.5 million employed, 
700,000 of them in the public sector, and an unemployment rate of 19%.  

The sample excludes employees in the public sector and in state-owned 
enterprises. In the observed period the sampled individuals worked in around 
3,000 private companies. None of the companies changed ownership via 
acquisition, so the focus is on workers changing company rather than companies 
changing ownership. The data allows identifying changes in ownership from 
foreign to domestic and from domestic to foreign, and investigating whether such 
changes led to changes in wages. 

However, due to data limitations it is not possible to identify workers who 
changed jobs within the same type of company ownership, i.e., from domestic to 
domestic or foreign to foreign. Thus, the group of workers that do not change 
jobs could actually contain some that do: workers moving between domestic 
companies or between foreign-owned companies cannot be distinguished from 
workers staying in the same company. This is indeed a limitation. However, we 
do know that a substantial proportion of job-changers are accounted for. Based 
on current results, if all job-changers were considered, including those who 

                                                 
2  See Appendix 2.1 for variable explanation and descriptive statistics 
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moved between companies with the same type of ownership, the wage difference 
between those who changed jobs and those who did not would potentially be even 
higher, although this is beyond the scope of this study. 

The data allows for the measurement of not only the difference in wage growth 
between workers moving from domestic to foreign companies and vice versa, but 
also for comparison of the wages of movers from foreign to domestic companies 
with the wages of those who worked only in domestic firms.  

The available data does not show the hourly/daily wage, the overall number of 
days an individual worked during a year, or the days a worker was employed in 
domestic and foreign companies. This is an issue, because it means that wages in 
the year workers changed jobs cannot be compared, as they received unspecified 
wages from both foreign-owned and domestic firms.  

This limitation was dealt with by considering the growth in wages from one year 
before changing jobs to one year after changing jobs, thus excluding the year the 
workers change employer. Robustness checks were made using longer periods 
before and after changing jobs. The data cleaning procedure involved removing 
observations with extreme values for wage change (over 3000%). Some 
individuals were missing wage data for the year after the change. Therefore, the 
final sample comprised 984 individuals. 

Every individual’s wage was observed in relation to the company employing 
them. The wage change Y is computed as the percentage change between the wage 
one year before and one year after changing company. In this paper we are 
interested in exploring the ‘foreign-wage premium’ phenomenon, not the 
domestic-wage premium that would occur when changing from a foreign to a 
domestic company. Therefore, the variable DF – domestic to foreign – is observed 
as the independent variable rather than FD – foreign to domestic. The dummy 
variable DF takes value 1 in a year of change from a domestic to a foreign 
company and value 0 in a year of no change. 

On the other hand, the variable change N, the relationship between changing jobs 
and wages, is constructed regardless of whether it is from foreign to domestic 
company or vice versa. The variable N takes the value 1 if the worker changed 
employer and 0 otherwise. 
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them. The wage change Y is computed as the percentage change between the wage 
one year before and one year after changing company. In this paper we are 
interested in exploring the ‘foreign-wage premium’ phenomenon, not the 
domestic-wage premium that would occur when changing from a foreign to a 
domestic company. Therefore, the variable DF – domestic to foreign – is observed 
as the independent variable rather than FD – foreign to domestic. The dummy 
variable DF takes value 1 in a year of change from a domestic to a foreign 
company and value 0 in a year of no change. 

On the other hand, the variable change N, the relationship between changing jobs 
and wages, is constructed regardless of whether it is from foreign to domestic 
company or vice versa. The variable N takes the value 1 if the worker changed 
employer and 0 otherwise. 

The change in wages is also computed for a group of individuals who did not 
change type of company. They form a control group, which means they only 
worked for foreign or domestic companies but their wage change is observed with 
respect to workers who did change type of employer. Thus, two additional 
variables are created for foreign company workers only (F) and domestic 
company workers only (D). Variable F takes the value 1 if individuals worked for 
a foreign company only and 0 otherwise, and D takes the value 1 if individuals 
worked for a domestic company only and 0 otherwise. Their wage change is 
observed on a year-by-year basis.  

The education E of workers is based on five education levels. The education 
variable takes value 1 – primary school, 2 – secondary school, 3 – upper 
secondary, 4 –Bachelor’s degree, 5 – Master’s degree. The median education of 
the worker is computed for the whole observed period and used as a time-
invariant variable.  

3.2 Econometric Analysis 

This section presents the results of the econometric analysis. The role of this 
analysis is to estimate how the wage dynamic differs between workers who moved 
from domestic to foreign-owned firms or from foreign-owned to domestic firms, 
and those who remained in either domestic or foreign-owned firms.  

The purpose of Equation (1) is to investigate whether changing jobs means a 
change in wages: 

Yit =α + β1 Nit+δ1Ei + εit (1) 

where Y is the wage change for worker i at the time t, Α is constant, and N takes 
value 1 if the worker changed companies, and 0 otherwise. E is a measure of 
workers’ education level, constructed as an ordinal variable taking values from 1 
to 4, where 1 = primary school, 2 = secondary school, 3 = undergraduate degree, 
4 = Master’s degree. εit is the error term.  

The purpose of Equation (2) is to investigate whether wage change at time t 
(between t–1 and t+1) is driven by company ownership: 
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Yit =α+ β1DFit +δ1Ei+εit (2) 

In Equation (2) DF takes value 1 if the worker moved from domestic to foreign-
owned company within a year, and 0 otherwise. 

Equation (3) further distinguishes the N-type of workers who remain in domestic 
firms D or in foreign firms F: 

Yit =α+ β1DFit + β2 Fit + β3Dit+ δ1Ei+εit (3) 

where D takes value 1 if the worker remained in domestic companies, and 0 
otherwise, and F takes value 1 if the worker remained in foreign companies, and 
0 otherwise. 

In order to test whether the level of education moderates the effect of worker 
mobility on wage change, we estimate the following Equation (4): 

Yit =α+ β1 Nit + β2DFit + δ1Ei + β3DFit* Ei+ εit (4) 

The coefficient β3, associated with the interaction between education and change 
from domestic to foreign company dummy (DF*E) captures whether more-
educated workers benefit more from moving from domestic to foreign company. 

Regressions are run where the main explanatory variable FD is substituted with 
DF=1–FD. This allows for the presentation of results in a different form, to show 
whether workers moving from foreign to domestic firms enjoy a wage discount, 
as opposed to those staying in foreign or domestic firms. 

4. RESULTS 

4.1 Descriptive statistics 

The descriptive data overview shows that, on average, MNEs pay higher wages 
than domestic companies. As presented in Figure 3, over the period 2000 to 2015 
MNE wages were consistently higher than those paid by domestic companies, 
with national average wages fluctuating somewhere between the two.  
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Figure 3: Salary average (log) – domestic vs. foreign 

 
Source: Author’s illustration based on Serbian Social Register data 
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Figure 4: Average wages in domestic companies, by education level 
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Figure 5: Average salaries in foreign companies, by education level 

 
Source: Author’s illustration based on Serbian Social Register data 
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domestic companies. The emphasis here is not on wages doubling but on them 
having higher growth. For example, if the wages of those who change from 
foreign to domestic companies increases by 2%, the wages of those who change 
from domestic to foreign companies will increase by 4.2%. Hence, HP 1 is 
confirmed. 

Table 1: The effect of changing jobs on wages 

 (1) (2) (3) (4) 
Variable Y 
N 83.61***     61.42*** 
  (7.591)     (13.11) 
DF   92.61*** 32.30** –13.99 
    (9.081) (15.91) (34.19) 
F     –53.60***   
      (14.31)   
D     –62.21***   
      (13.32)   
E 6.461*** 6.401*** 6.605*** 6.517*** 
  (2.312) (2.314) (2.315) (2.241) 
DF*E       21.28* 
        (13.98) 
          
Year dummies yes yes yes yes 
Constant –85.24*** –85.24*** –24.20 –99.70*** 
  (14.86) (14.87) (19.82) (15.66) 
          
Observations 14,756 14,756 14,756 14,756 
R-squared 0.187 0.186 0.188 0.188 
Standard errors in parentheses   
*** p<0.01, ** p<0.05, * p<0.1   

 

When controlling for the wage growth of non-changers in column (3), it is 
noticeable that changing jobs from a domestic to a foreign company leads to a 
positive wage change compared to those who stay in foreign or domestic 
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companies only. Those workers that change from domestic to foreign companies 
have a 32% higher wage change compared to those who change from a foreign to 
a domestic company. 

Finally, as shown in column (4), education has a direct effect that is unrelated to 
changing jobs and change of ownership. The change in wages is greater for 
workers with higher education, independent of whether they change jobs. This 
also means that the wages of more-educated workers and less-educated workers 
diverge. The results in column (4) show that education has a positive and 
significant moderating effect. Workers with the lowest education level experience 
the least positive effect of job change, while workers with the highest educational 
attainment experience higher wage increases which confirms HP2 This supports 
the view that MNEs reward higher-educated workers more, as they are key to 
maintaining and developing the ownership advantage of MNEs. 

Interestingly, the change from domestic to foreign company is completely 
insignificant in column (4), as all the effect is captured by the interaction of that 
change with education. In other words, for workers with education below 
secondary education (E=2), changing jobs has no effect. 

4.3 Robustness checks 

The wage change in Table 1 was observed one year before and one year after 
changing company. In order to test the validity of this observation, the robustness 
test estimates the impact of changing company on an average wage change, two 
years before and two years after (Table 2). The results remain qualitatively the 
same. A change from domestic to foreign company causes a significant change in 
wages, and the more educated the worker the higher the wage change. However, 
in this case the direction of change (domestic to foreign) matters and not the 
change itself. If the same analysis is conducted on the basis of a wage change that 
is computed as an average change three years before and three years after 
changing companies, the results remain very similar. Although this reduces the 
number of observations, it confirms the robustness of the analysis.  
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Table 2: The effect of changing jobs on wages (2-year window) 

  (1) (2) (3) (4) 
Variable Y (2-year window) 
N 77.35***     29.13*** 
  (4.960)     (8.706) 
DF   98.41*** 69.93*** –28.95 
    (5.901) (10.40) (22.83) 
F     –28.60***   
      (9.471)   
D     –29.05***   
      (8.737)   
E 7.439*** 7.439*** 7.475*** 7.976*** 
  (1.287) (1.287) (1.289) (1.610) 
DF*E       45.07*** 
        (9.319) 
          
Year dummies yes yes yes yes 
Constant 8.984 8.984 37.98*** –8.724 
  (8.974) (8.960) (12.51) (9.620) 
          
Observations 10,363 10,363 10,363 10,363 
R-squared 0.100 0.102 0.103 0.108 
Standard errors in parentheses   
*** p<0.01, ** p<0.05, * p<0.1   

 

5. CONCLUSIONS 

This paper contributes to the empirical literature on wage change and foreign 
ownership by studying the case of Serbia, using rich employer–employee data. 
Previous research on labour mobility and wage change shows that job change is 
not always related to increased wages. There are many additional factors that 
influence wage change, including demographic characteristics. Some previous 
studies have suggested that change within rather than across occupation is 
important. However, the literature also shows that company ownership and 

EMPLOYEE DATA IN SERBIA

71



worker characteristics are independent drivers of wage change. The foreign wage 
premium has been mostly observed in developing countries because domestic 
competitors lack the knowledge and technology to compete with MNEs (Coniglio 
et al., 2015; Hijzen et al., 2013; van der Straaten et al., 2020).  

The findings of this study are in line with other studies on wage change and FDI 
in developing countries: MNEs in Serbia not only pay higher wages on average, 
but they also pay higher wages to similar workers, so the change from a domestic 
to a foreign company alone leads to a wage change. Although the lessons from 
this study are based on Serbian data, the results are in line with those obtained for 
other countries, so the findings apply more generally.  

At the same time, data limitation makes it impossible to identify whether workers 
who change jobs within the same type of company ownership (domestic to 
domestic or foreign to foreign) also experience a salary change. Furthermore, 
other worker and company characteristics (such as worker experience with a 
previous employer or company industry) are not observed, so strong causality as 
such cannot be claimed. As Gorg et al. (2007) suggest, even when observing 
different worker and company characteristics and accounting for training 
provision, it is hard to isolate the specific causes of the foreign wage premium 
since factors like experience, social capital, and learning by doing are hard to 
measure.  

These results do not simply suggest that MNEs pay higher wages on average 
because they simply employ a greater proportion of skilled workers, as some 
previous studies have proposed. More-educated workers who change from 
domestic to foreign companies benefit more from such a change than less-
educated workers. This is in line with Heyman’s (2007) finding that a higher 
education level has a positive impact on average wage change. Kidd (1991) also 
confirms the positive relationship between years of schooling and the probability 
of changing companies. More-educated workers who move from a domestic to a 
foreign company experience a 21% higher wage change. 

It is important to highlight that job change may be the result of dismissal or 
voluntary change. However, the dataset used in this study does not provide 
information on dismissals. It is possible that the foreign wage premium is driven 
by the fact that the foreign company dismisses workers who then have to accept 
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this study are based on Serbian data, the results are in line with those obtained for 
other countries, so the findings apply more generally.  

At the same time, data limitation makes it impossible to identify whether workers 
who change jobs within the same type of company ownership (domestic to 
domestic or foreign to foreign) also experience a salary change. Furthermore, 
other worker and company characteristics (such as worker experience with a 
previous employer or company industry) are not observed, so strong causality as 
such cannot be claimed. As Gorg et al. (2007) suggest, even when observing 
different worker and company characteristics and accounting for training 
provision, it is hard to isolate the specific causes of the foreign wage premium 
since factors like experience, social capital, and learning by doing are hard to 
measure.  

These results do not simply suggest that MNEs pay higher wages on average 
because they simply employ a greater proportion of skilled workers, as some 
previous studies have proposed. More-educated workers who change from 
domestic to foreign companies benefit more from such a change than less-
educated workers. This is in line with Heyman’s (2007) finding that a higher 
education level has a positive impact on average wage change. Kidd (1991) also 
confirms the positive relationship between years of schooling and the probability 
of changing companies. More-educated workers who move from a domestic to a 
foreign company experience a 21% higher wage change. 

It is important to highlight that job change may be the result of dismissal or 
voluntary change. However, the dataset used in this study does not provide 
information on dismissals. It is possible that the foreign wage premium is driven 
by the fact that the foreign company dismisses workers who then have to accept 

a lower salary in a domestic company. However, other foreign employers are 
available to dismissed workers. 

This paper also shows that the wage increases are higher for workers with higher 
education, independent of changing jobs. On top of this, the wage gain from 
moving to foreign MNEs is concentrated in the more-educated workers. This 
means that the wages of more-educated workers and less-educated workers 
diverge. 

Although there is a strong correlation between increased wages and changing 
companies, it is not known if this is caused by asymmetric labour market 
information, higher productivity within MNEs, or higher investment in training. 
The argument that training is a driver of higher wages in MNEs has been made 
in previous studies but is not a variable controlled for in this paper. 

The findings have important policy implications. First, attracting MNEs can 
increase the wages of Serbian workers, thus increasing welfare and consumption 
and boosting Serbian economic growth. However, since these gains will go 
disproportionally to more-educated workers, the resulting wage inequality and 
the potential tensions that this could create need to be considered (Alili and 
Adnett, 2018). Figini and Gorg (2011) show that wage inequality in developing 
countries increases with inward FDI stock (as a percentage of GDP). Hale and Xu 
(2016) suggest that this is mostly due to FDI bringing more sophisticated 
technologies and managerial practices to secondary industries, which demands 
more-educated workers.  

Consequently, a higher demand for more-educated labour leads to higher wages 
for this group of workers, creating a gap between the more- and less-educated. 
However, this effect diminishes as countries approach the technological frontier. 
By measuring total wage inequality,3 Figini and Gorg (2011) find that while FDI, 
on average, increases wages in host countries and makes some workers better off 
in absolute terms, this undermines the balance in wages between skilled and 
unskilled workers (Figini and Gorg, 2011).  

                                                 
3 By means of Gini and Theil inequality indices 
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Second, the evidence is consistent with the idea that attracting MNEs can leverage 
investment in education and support knowledge transfer (Park et al., 2021; Zidan, 
2001). The larger the share of workers with a high level of education, the larger 
the benefits from attracting MNEs. However, while wage increase is good news 
for Serbian workers, it could have an adverse effect on local Serbian companies, 
which are likely to face the prospect of their best workers moving to MNEs, or 
having to pay higher wages in order to retain their workers. Without a 
corresponding increase in productivity, this may severely harm the 
competitiveness of Serbian companies. 

A more precise answer to the question of the impact of MNEs on labour could be 
provided by observing worker development within MNEs. In particular, the 
progress of employees in the corporate hierarchy would reveal more than just the 
relevance of their education to the company. The foreign wage premium might 
be accompanied by other benefits like training or by negative conditions such as 
blocked ability to progress to managerial positions. Employing local labour in 
managerial positions in foreign companies would indicate that MNEs are 
contributing to higher wages. Career progress and eventual pay rises over time 
would suggest that employees gain valuable experience, in addition to their 
education. Possible directions for future research include observing the role of 
current SME owners’ experience gained in MNEs, and looking at the spinoff 
effect of the presence of MNEs in the labour market, rather than just the financial 
effect.  
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APPENDIX 

2.1: Descriptive statistics and variable explanation 

Variable Label Obs Mean Std. Dev. Min Max  
Salary change Y 14,756 57.08401 211.6524 –100 2979.677  
Domestic to foreign 
company change 

DF 14,756 0.0321903 0.1765112 0 1 
 

Foreign company workers 
only 

F 14,756 0.0879642 0.2832525 0 1 
 

Domestic company workers 
only 

D 14,756 0.8652074 0.3415135 0 1 
 

Change of company N 14,756 0.0468284 0.2112783 0 1  
Education E 14,756 2.144517 0.7101322 1 4  
Education interaction with 
domestic to foreign 
company change 

E*DF 14,756 0.0700393 0.4006065 0 4 

 
t – year, j – company, i – worker        

 

Correlation coefficients 

Variable Y N DF F D E E*DF 
Y 1       
N 0.0969 1      

DF 0.0935 0.8228 1     
F –0.001 –0.0688 –0.0566 1    
D –0.0591 –0.5616 –0.4621 –0.7868 1   
E 0.0269 0.0049 0.008 –0.0511 0.0394 1  

E*DF 0.0952 0.7888 0.9587 –0.0543 –0.443 0.0534 1 
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No country has grown to middle income without industrialising and urbanising. 
None has grown to high income without vibrant cities. The rush to cities in 
developing countries seems chaotic, but it is necessary. 

Angel et al. 2010 

1. INTRODUCTION 

Urbanisation is often regarded as a major driver of higher productivity and 
economic growth. Better employment opportunities, a better work environment, 
and a better lifestyle attract people to urban areas, contributing to the growth of 
urban centres and to urban incomes. Development of an ever-increasing number 
of cities drives economic growth through economies of scale in infrastructure, 
labour, and capital, amplifying the contribution of cities to overall economic 
growth. The popular Tiebout hypothesis (1956) posits that better provision of 
public facilities such as education and roads attract not only more residents but 
also more businesses, thereby accelerating city growth. The Indian experience of 
the cities Bangalore, Pune, and Hyderabad suggests that the accumulation of 
human capital caused the cities to grow by attracting firms to their skill pools 
(Black and Henderson 1999; Li and Cheng 2006; Bertinelli and Strobl 2007; Leitão 
2013; Sekkat 2013; Liu et al. 2015; Quintana and Royuela 2014; Quintana 2017).  

Urbanisation as a process also propels economic growth by transforming the 
economy from agriculture-driven to non-agricultural-based (Henderson 2003). 
Urbanisation per se may be less significant for economic growth because to some 
extent it depends on an existing enabling environment in the form of institutions 
(Turok et al. 2013). These institutions might take the form of infrastructure or 
governance, or both. Thus, public investment in infrastructure plays a crucial role 
in urbanisation. Zhang (2002) has shown that economic growth together with 
urban policy reforms, Foreign Direct Investment, and structural changes 
significantly contributed to rising urbanisation in China, especially post-reforms. 
Chakravorty (2007) also conjectured that the increased urbanisation of India’s 
coastal cities was the result of a high level of Foreign Direct Investment (FDI).  

There are three main channels of the phenomenon of growing urbanisation in 
India (Table 1). The first and most important is the increasing size of the 
population. Population increase can be defined as the difference between the 
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Urbanisation as a process also propels economic growth by transforming the 
economy from agriculture-driven to non-agricultural-based (Henderson 2003). 
Urbanisation per se may be less significant for economic growth because to some 
extent it depends on an existing enabling environment in the form of institutions 
(Turok et al. 2013). These institutions might take the form of infrastructure or 
governance, or both. Thus, public investment in infrastructure plays a crucial role 
in urbanisation. Zhang (2002) has shown that economic growth together with 
urban policy reforms, Foreign Direct Investment, and structural changes 
significantly contributed to rising urbanisation in China, especially post-reforms. 
Chakravorty (2007) also conjectured that the increased urbanisation of India’s 
coastal cities was the result of a high level of Foreign Direct Investment (FDI).  

There are three main channels of the phenomenon of growing urbanisation in 
India (Table 1). The first and most important is the increasing size of the 
population. Population increase can be defined as the difference between the 

crude birth rate and crude death rate: if the birth rate is higher than the death rate 
the population increases, while if the death rate exceeds the birth rate the 
population shrinks. 

Table 1: Share of Urban Population in India 

 1901 1951 1991 2001 2011 
Total population (in millions) 238 361 846 1,028 1,211 
Urban share (in %) 10.84 17.30 25.72 27.71 31.15 
Source: Colmer 2017. 

The second channel is the emergence of new urban areas, known in India as 
Urban Agglomerations. The third channel is demographic change: the migration 
of the rural populace to urban areas. The pace of urbanisation in India is not 
uniform across the country. Figure 1 below shows the diverse spread of 
urbanisation across Indian states. 

Figure 1: Urbanisation in the Indian sub-continent 2019, in percentages 
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The urbanisation levels in the Indian states vary between 65.2% in Goa to as low 
as 10.6% in Bihar. The highest urbanisation rate is in Delhi (96.7%) and the lowest 
in Daman and Diu (20.9%).  

These different rates of urbanisation bring into question the role played by 
infrastructure in the urbanisation process in Indian states. If infrastructure is an 
influence, is it uniform across states, or do states differ according to income? A 
number of papers have examined the determinants of urbanisation at the national 
level as will be discussed in the next section, but none has addressed this issue at 
the sub-national level, and none has addressed determinants at the sub-national 
level after segregating the states according to income. The present research not 
only discusses the determinants of urbanisation at the national level but also 
examines the asymmetrical importance of infrastructure across states according 
to different income brackets. Also, previous research has only used panel 
regression at one time point, whereas this paper uses urbanisation variables from 
sources other than the census.  

The following section 2 reviews the relevant literature. Section 3 presents the 
database and methodology. The results are given in section 4, and the conclusions 
and policy implications in section 5.  

2. LITERATURE REVIEW 

While the earlier theories of Todaro (1969) and Harris and Todaro (1970) posited 
the rural–urban wage differential as a major factor behind urbanisation, 
Krugman (1991) talks about the agglomeration effect leading to the 
mushrooming of urban centres. Moomaw and Shatter (1996) explain how Gross 
Domestic Product (GDP) influences urbanisation in two ways: through the 
agglomeration benefit that arises due to increasing market size and through the 
impact of industrialisation. Demurger (2001) shows that infrastructure 
investment leads to the growth of both urban and rural areas but has a higher 
impact in urbanised provinces. Xie et al. (2009) examines the short-term and 
long-term relationship between electricity consumption and urbanisation using 
an error correction model, the Granger causality test, impulse response, and 
variance decomposition. They find a steady long-term relationship between the 
two for China with a feedback effect; i.e., bidirectional causality only in the long 
run. Hofmann et al. (2013) show the strong influence of per capita GDP 
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growth, education, and industrialisation on urbanisation, but find no significant 
effect of road density. Tan et al. (2014) show that all levels of road network have 
had a considerable effect on the shape and density of the urban landscape of 
Wuhan, China. Chen (2016) finds road density and distances to transportation 
services, banks, and hotels to be the most important factors in the urbanisation 
of the city of Guangzhou. Wan & Zhang (2017) study the role of ICT in 
facilitating the process of urbanisation and find that information enrichment is 
important in explaining the worldwide acceleration of urbanisation, with 
conventional factors losing importance over time. Li (2017) investigates two 
opposing hypotheses explaining the infrastructure–urbanisation relationship in 
the Chinese economy for the period 2000–2012: that infrastructure investment 
drives/does not drive urbanisation. The study uses fixed-effect panel data 
regressions and the results support the second hypothesis that infrastructure 
investment pushes urbanisation. The implied turning point of the inverse-U 
shape relationship was 0.47. In other words, when the urbanisation rate of a 
Chinese city is lower than 0.47, rising urbanisation is accompanied by rising 
infrastructure investment intensity in GDP. After the urbanisation rate surpasses 
0.47, the infrastructure investment intensity starts to decline due to decreasing 
demand.  

Liddle et al. (2013) show that energy consumption is likely to foster the 
urbanisation process in two ways: energy and electricity availability improves the 
quality of life (air conditioning, refrigeration, machinery), and energy 
consumption is essential for manufacturing to prosper and provide jobs. Wang 
et al. (2019) find a strong feedback effect between road infrastructure and 
urbanisation for the Pakistani economy. Shen (2020) differentiates between 
determinants of state-sponsored and instantaneous urbanisation for the province 
of Fujian (China) and shows that state‐sponsored urbanisation is strongly path-
dependent, based on the initial level of urbanisation and development, while 
spontaneous urbanisation is more dynamic and depends on manufacturing 
sector expansion. Grekou et al. (2020) explain how FDI inflows significantly 
influence the momentum of urbanisation on the African continent.  

Regarding India, Pandey (1977) attempts to assess the determinants of 
urbanisation in India and finds that industrialisation positively influences the 
level of urbanisation, while cropping intensity shows a negative impact. 
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Surprisingly, the average worker’s income has no effect. Sridhar (2005) suggests 
that the growth centres in India have mushroomed due to infrastructure 
availability in the form of power, telecommunications, roads, and banking. 
Pradhan (2007) verifies the existence of a strong relationship between 
infrastructure and urbanisation in India, with the coefficient of determination 
concluding that about 27% of the systematic variation in the level of urbanisation 
is explained by infrastructure availability. Narayana (2011) shows that ICT 
positively influenced growth in Bangalore by urbanising the city. Tripathi (2017) 
studies the determinants of urbanisation at the city level and concludes that 
infrastructure facilities, measured by the number of electricity connections, 
educational institutions (schools, colleges, and universities), and sanitation 
facilities promote the pace of urbanisation. For India, Maparu and Mazumder 
(2017) show that transport infrastructure shared a causality with urbanisation 
over the period 1991–2017. Hasan et al. (2018) show that cities with a larger share 
of employment in manufacturing than services tend to grow faster. Diversified 
manufacturing adds another dimension to the growing urbanisation of cities. 
Human capital and infrastructure provision (transport and power) within cities 
fail to produce any significant effect. On the contrary, better connectivity 
measured by market access systematically affects the growth of cities. Guha 
(2020) finds that improvements in health infrastructure and energy 
consumption have led to de-urbanisation across the districts of Assam, while 
improvements in educational infrastructure and warehousing facilities 
complemented the growth of urbanisation in the state. 

A paper by Liu et al. (2015) deserves special mention. They discuss how in China 
economic growth affects the pace of urbanisation heterogeneously, with the 
relationship between economic growth and urbanisation assuming varying 
patterns. In the northern coastal region and most of inland China, urbanisation 
Granger causes economic growth, whereas economic growth does not have a 
significant effect on urbanisation except in the southern coastal and inland 
regions. The provinces in the southern coastal region do not show a Granger 
causality relationship between urbanisation and economic growth, thus implying 
that the effect of economic growth on urbanisation is restricted by administrative 
intervention. 
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The two hypotheses we test in this paper are:  

H01 Infrastructure influences urbanisation uniformly. 

H02 Infrastructure investment is subject to increasing returns. 

3. DATABASE AND METHODOLOGY 

This study uses a panel dataset for the 27-year period 1991–2017 for 171 Indian 
states. The states are grouped based on income criteria (Bajar 2013)2 and are 
categorised as high-income, middle-income, and low-income. The relationship 
between the variables is analysed using fixed effects regression. The model is 
specified in the following form: 

Uit = α + μi + λt + β1 X + β2 I + εit (1) 

where Uit represents the urbanisation rate of state ‘i’ in time period ‘t’, μi 
represents state fixed effect, λt denotes year fixed effect, X includes the control 
variables based on previous work by Hofmann (2013) and others, and I represents 
the variable of interest, which in the present case is infrastructure. The list of 
control variables and the interest variables are specified in Table A2 in the 
Appendix. The Physical Infrastructure Index (in per cent) comprises teledensity, 
electricity consumption, and road density; the Social Infrastructure Index (in per 
cent) comprises Infant Mortality rates and Gross Enrolment Ratio, and εit is the 
error term. 

The index is constructed based on Principal Component Analysis (PCA), which 
assigns weights to the broad indicators in an unbiased manner. PCA that is used 
to compute factor loadings and weights requires that data be unit-free or 
normalised. After having normalised the data, the index is constructed. The 

                                                            
1  Andhra Pradesh, Assam, Bihar, Gujarat, Assam, Haryana, Himachal Pradesh, Jammu & 

Kashmir, Karnataka, Kerala, Madhya Pradesh, Maharashtra, Odisha, Punjab, Rajasthan, 
Tamil Nadu, Uttar Pradesh, West Bengal 

2  States are classified as rich if their average PCNSDP is more than India’s mean (PCNDP+0.5 
(standard deviation)), poor if it is less than India’s mean (PCNDP–0.5 (standard deviation)), 
and middle income if it lies in between. 
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dimension index formula given by UNDP is used to normalise the data. The 
normalised values of each variable lie between 0 and 1. 

Index=
   

     
Actual value Minimumvalue

Maximumvalue Minimumvalue
−

−
  (2) 

Thereafter the index is prepared using the formula: 

II= ∑WiXi/∑Wi (3) 

where II means infrastructure index (Physical and Social). 

After preparing the index it is important to check the time series properties of the 
individual variables before proceeding, so as to avoid any spurious estimates at 
the later stage. The results of the unit root tests guide the choice of econometric 
techniques. For this, the study employs the Augmented Dickey-Fuller (ADF) test 
using the Levine-Lin-Chu (LLC) (2002) and the Im-Pesaran-Shin (IPS) (2003) 
methods to check the stationarity properties of the variables. Fisher-ADF, Fisher-
PP, and Breitung techniques are also implemented to check the consistency of the 
results. Here the null of the unit root is tested. The test follows the estimation 
using the following equation:  

ΔYt= αi + βiYit-1 + 
1

p

j

β
=
 ij ΔYit-j + δit + Ɛit (4) 

where i= 1,2,3……N; t= 1, 2 , .T; and Δ is the first difference operator.  

4. RESULTS AND DISCUSSION 

We first conduct the stationarity tests of our variables so as to avoid spurious 
results in the analysis. The most popular tests for this available in the literature 
are in the first-generation testing procedure category. These include IPS (2003) 
and LLC (2002). Though both of these have different hypotheses they verify the 
presence or absence of a unit root in the data-generating process. The results from 
the panel unit root tests are presented in Table 1.  
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Table 1: Panel Unit Root Statistics 

Variable LLC IPS 
 Level Δ Level Δ 
Ln (Road density) 2.504 –15.336*** 5.962 –13.828*** 
Ln (Rail density) 0.940 –16.455*** 2.068 –14.349*** 
Ln (PCEC) –0.085 –17.704*** 3.383 –17.008*** 
Ln (Teledensity) –1.946** –9.709*** 1.799 –9.640*** 
Ln (PCNSDP) 6.853 –13.941*** 12.8081 –14.625*** 
I/GDP 5.234 0.067 9.928 –3.015*** 

 
Infant Mortality Rate 2.998 –5.609*** 8.349 –6.522*** 
Gross Enrolment 
Ratio in Upper 
Primary School 

1.730 –7.124*** 2.713 –9.509*** 

Agriculture Sector 0.557 –7.912*** 4.678 –12.680*** 
Urbanisation 4.783 –0.664 13.273 –1.368* 
PII 1.166 –15.791*** 0.919 –17.690*** 
SII 0.520 –14.433*** –1.572 –15.263*** 
Note: Model with only constant is adopted. 

After checking the stationary properties of the panel data, we report the results 
arrived at by fixed effects panel regression methodology. In the full sample 
analysis (Table 2) we find that the indicators infant mortality ratio (IMR) and 
Enrolment Ratio in Schooling both negatively affect the level of urbanisation in 
the economy, though the Social Infrastructure Index itself fails to show any 
significant impact on the dependent variable. The lower IMR value favourably 
affects our urbanisation level. A lower IMR means that the health of infants is 
improving. This could be attributed to higher healthcare expenditure by the state 
government (Barenberg et al. 2017).  

On the other hand, the Physical Infrastructure Index shows a positive and 
significant coefficient. A percentage point improvement in the physical 
infrastructure is associated with a roughly 0.04% higher urbanisation rate. 
Unfortunately, social infrastructure does not further the urbanisation level for 
India as a whole. Positive and significant coefficients for Electricity Consumption 
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and Teledensity reinstate the promise made by Liddle (2013) and Wan (2017). 
Liddle identified the importance of electricity consumption for the process of 
urbanisation while Wan justified the importance of telecommunications for 
urbanisation by way of reducing information asymmetries. On the other hand, 
the road infrastructure regressor has a negative and significant coefficient. This 
could be explained by a better road network (particularly all-weather roads) 
making travel easier, especially in rural areas where better roads facilitate 
transportation between home and work and lessen the incentive to relocate. We 
reject the assertion that growth supports urbanisation, in line with Onjala and 
Akumu (2016), who in their research reject the credo of growth-led urbanisation 
in Sub-Saharan Africa, asserting that only developed economies support the 
hypothesis that growth leads to urbanisation. We find that, overall, in India’s 
urbanisation process physical infrastructure matters more than growth.  

The share of the agriculture sector has no significant impact. Another axiomatic 
finding for the full sample in our case is the validation of an inverse U-effect of 
infrastructure investment on urbanisation for all 7 regressions. This conclusion 
is based on the coefficient of the Investment-to-GDP ratio and the square of this 
ratio represented by Inv Sq. which is in line with Hulten (1994). The coefficient 
of the linear term is positive (15.75 to 22.05) and ranges between 7.44 and 10.21 
for the non-linear term. Both coefficients are significant at the 1% level. Thus, 
there is no threshold level of Investment to GDP. This means that if the 
Investment-to-GDP ratio is lower than the threshold level, more investment per 
GDP will engender urbanisation. However, after the investment/GDP ratio 
surpasses the threshold level the urbanisation intensity tends to decline.  
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Table 2: Fixed effects regression model with urbanisation as dependent variable 
(full sample) 

 (1) (2) (3) (4) (5) (6) (7) 
Ln PCNSDP –0.65* –0.62* –0.81** –0.60* –0.67* –0.04 –0.79** 
 (0.296) (0.299) (0.270) (0.281) (0.293) (0.042) (0.299) 
Agri –0.01 

(0.044) 
–0.03 

(0.044) 
0.02 

(0.041) 
–0.01 

(0.042) 
–0.04 

(0.044) 
20.39*** 

(2.880) 
–0.01 

(0.045) 
I/GDP 21.73*** 22.05*** 15.75*** 17.02*** 19.87*** –0.76** 21.16*** 
 (2.975) (2.985) (2.804) (2.913) (2.994) (0.284) (3.034) 
Inv Sq –9.80*** 

(1.819) 
–10.21*** 

(1.828) 
–7.56*** 

(1.689) 
–7.75*** 

(1.762) 
–8.91*** 

(1.826) 
–9.28*** 

(1.760) 
–9.65*** 

(1.846) 
IMR –0.05**       
 (0.017)       
GER  –0.02** 

(0.009) 
     

PCEC   0.01***     
   (0.001)     
TELE    0.07***    
    (0.010)    
Rden     –0.08***   
     (0.002)   
PII       0.04***  
      (0.007)  
SII        0.01 

(0.012) 
Constant 30.09*** 28.79*** 24.80*** 26.46*** 28.33*** 26.54*** 26.89*** 
 (2.163) (2.031) (1.827) (1.880) (1.967) (1.903) (2.067) 
N 459 459 459 459 459 459 459 
Adj R2 0.514 0.512 0.590 0.557 0.520 0.546 0.505 
AIC 1894.4 1896.1 1816.7 1851.9 1889.1 1862.9 1902.8 
F 17.14 17.03 22.75 20.09 17.49 19.30 16.59 
Rmse 
T. effect / S. 
effect 

1.878 
Yes 

1.881 
Yes 

1.726 
Yes 

1.793 
Yes 

1.867 
Yes 

1.815 
Yes 

1.895 
Yes 

Note: Standard errors in parentheses. Rmse is the Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 
in GDP, I/GDP is Investment-to-GDP ratio, Inv Sq is square of I/GDP ratio, IMR is Infant Mortality 
Rate, GER is Gross Enrolment Ratio in upper primary, Rden is Road density, PCEC is Per Capita 
Electricity Consumption, TELE is Teledensity.  
* p < 0.05, ** p < 0.01, *** p < 0.001 

EMPIRICAL EVIDENCE FROM INDIAN ECONOMY

91



We move from the full-sample regression to an income-specific regression where 
the Indian states are grouped as high-income, middle-income, and low-income. 
Tables 3–5 provide circumstantial evidence on the determinants of urbanisation 
in each cluster. 

Table 3: Fixed effects regression model with urbanisation as dependent variable 
(High-income states) 

 (1) (2) (3) (4) (5) (6) (7) 
Ln PCNSDP –1.05 –2.64** –2.20** –2.79*** –2.74** –2.49** –3.01*** 
 (0.670) (0.903) (0.834) (0.750) (0.853) (0.788) (0.864) 
Agri –0.13* 

(0.066) 
–0.05 

(0.090) 
–0.12 

(0.084) 
–0.00 

(0.075) 
–0.16 

(0.088) 
–0.24** 

(0.082) 
-0.02 

(0.085) 
I/GDP 14.76*** 

(3.756) 
19.15*** 

(5.161) 
19.23*** 

(4.714) 
27.07*** 

(4.328) 
21.92*** 

(4.851) 
29.08*** 

(4.654) 
14.75** 

(5.034) 
Inv Sq –5.06* 

(2.124) 
–7.44* 

(2.907) 
–6.66* 

(2.677) 
–9.86*** 

(2.414) 
–7.01* 

(2.739) 
–10.16*** 

(2.547) 
–5.46 

(2.812) 
IMR –0.32***       
 (0.027)       
GER  0.01 

(0.019) 
     

Rden   –0.00***     
   (0.000)     
PCEC    0.01***    
    (0.001)    
TELE     0.10***   
     (0.027)   
PII      0.08***  
      (0.012)  
SII       0.09*** 
       (0.024) 
Constant 55.78*** 43.13*** 46.55*** 37.87*** 47.00*** 42.16*** 40.30*** 
 (4.325) (5.739) (5.344) (4.838) (5.505) (5.038) (5.536) 
N 216 216 216 216 216 216 216 
Adj R2 0.804 0.644 0.687 0.746 0.671 0.719 0.669 
AIC 849.7 978.3 950.5 905.5 960.8 927.0 962.2 
F 29.60 13.76 16.43 21.56 15.40 18.97 15.26 
Rmse 1.648 2.219 2.081 1.875 2.131 1.971 2.138 
T. effect / S. 
effect 

Yes Yes Yes Yes Yes Yes Yes 

Note: Standard errors in parentheses. Rmse is the Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 
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T. effect / S. 
effect 

Yes Yes Yes Yes Yes Yes Yes 

Note: Standard errors in parentheses. Rmse is the Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 

in GDP, I/GDP is Investment-to-GDP ratio, Inv Sq is square of I/GDP ratio, IMR is Infant Mortality 
Rate, GER is Gross Enrolment Ratio in upper primary, Rden is road density, PCEC is Per Capita 
Electricity Consumption, TELE is Teledensity.  
* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 4: Fixed effects regression model with urbanisation as dependent variable 
(Middle-income states) 

 (1) (2) (3) (4) (5) (6) (7) 
Ln PCNSDP –0.35 –0.29 –0.27 0.49 0.11 0.22 –0.26 
 (0.477) (0.471) (0.449) (0.431) (0.429) (0.464) (0.475) 
AGRI 0.08 

(0.042) 
0.11*** 

(0.033) 
0.07* 

(0.035) 
0.12*** 

(0.029) 
0.14*** 

(0.031) 
0.13*** 

(0.032) 
0.10** 
(0.034) 

I/GDP  –1.85 –1.34 0.88 –1.54 –1.15 –2.27 –1.48 
 (2.990) (3.069) (3.133) (2.677) (2.768) (2.887) (3.103) 
In Sq 0.08 

(1.786) 
–0.12 

(1.821) 
–1.63 

(1.888) 
0.81 

(1.600) 
0.52 

(1.648) 
0.68 

(1.728) 
–0.06 

(1.842) 
IMR 0.01       
 (0.013)       
GER   –0.008      
  (0.008)      
Rden   –0.001*     
   (0.0005)     
PCEC    –0.004***    
    (0.0009)    
TELE     –0.07***   
     (0.018)   
PII      –0.02**  
      (0.007)  
SII       –0.006 
       (0.008) 
Constant 19.63*** 

(2.301) 
20.31*** 

(2.480) 
21.28*** 

(2.362) 
16.29*** 

(2.131) 
16.99*** 

(2.180) 
17.04*** 

(2.338) 
 20.14*** 
(2.563) 

N 135 135 135 135 135 135 135 
Adjusted R2 0.680 0.678 0.694 0.743 0.726 0.701 0.676 
AIC 301.4 302.2 295.0 271.7 280.1 292.2 303.0 
F 10.29 10.21 10.95 13.61 12.59 11.24 10.14 
Rmse 0.681 0.683 0.665 0.610 0.629 0.658 0.685 
T. effect/ S. 
effect 

Yes Yes Yes Yes Yes Yes Yes 
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Note: Standard errors in parentheses. Rmse is the Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 
in GDP, I/GDP is Investment-to-GDP ratio, Inv Sq is square of I/GDP ratio, IMR is Infant Mortality 
Rate; GER is Gross Enrolment Ratio in upper primary, Rden is road density, PCEC is Per Capita 
Electricity Consumption, TELE is Teledensity.  
* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 5: Fixed effects regression model with urbanisation as dependent variable 
(Low-income states) 

 (1) (2) (3) (4) (5) (6) (7) 
Ln PCNSDP –0.03 0.17 0.19 0.30 0.35 0.23 0.32 
 (0.324) (0.348) (0.386) (0.320) (0.361) (0.369) (0.309) 
Agri 0.16** 

(0.055) 
–0.02 

(0.060) 
0.04 

(0.056) 
–0.04 

(0.053) 
0.05 

(0.054) 
0.04 

(0.056) 
–0.01 

(0.048) 
I/GDP  46.25*** 36.47*** 32.92** 19.96* 29.13** 32.60** 46.66*** 
 (9.69) (10.16) (10.78) (9.61) (10.37) (10.51) (9.28) 
        
Inv Sq –49.59*** –42.65*** –37.07** –36.55*** –37.60** –37.52** –55.18*** 
 (10.31) (11.04) (11.56) (9.92) (11.01) (11.77) (10.17) 
IMR3 0.14***       
 (0.030)       
GER   –0.02*      
  (0.011)      
Rden   0.000     
   (0.000)     
PCEC    0.01***    
    (0.002)    
TELE     0.11*   
     (0.057)   
PII      0.006 

(0.030)  
 

SII       –0.06*** 
       (0.012) 
Constant –0.616 18.78*** 14.52*** 15.75*** 13.66***  14.34*** 16.92*** 
 (4.013) (3.063) (2.776) (2.374) (2.641)  (2.708) (2.321) 

                                                            
3  When the analysis is carried out in all other states using urban mortality rates the results are 

the same, except for in the low-income states where the coefficient is negative instead of 
positive. 
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Note: Standard errors in parentheses. Rmse is the Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 
in GDP, I/GDP is Investment-to-GDP ratio, Inv Sq is square of I/GDP ratio, IMR is Infant Mortality 
Rate; GER is Gross Enrolment Ratio in upper primary, Rden is road density, PCEC is Per Capita 
Electricity Consumption, TELE is Teledensity.  
* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 5: Fixed effects regression model with urbanisation as dependent variable 
(Low-income states) 

 (1) (2) (3) (4) (5) (6) (7) 
Ln PCNSDP –0.03 0.17 0.19 0.30 0.35 0.23 0.32 
 (0.324) (0.348) (0.386) (0.320) (0.361) (0.369) (0.309) 
Agri 0.16** 

(0.055) 
–0.02 

(0.060) 
0.04 

(0.056) 
–0.04 

(0.053) 
0.05 

(0.054) 
0.04 

(0.056) 
–0.01 

(0.048) 
I/GDP  46.25*** 36.47*** 32.92** 19.96* 29.13** 32.60** 46.66*** 
 (9.69) (10.16) (10.78) (9.61) (10.37) (10.51) (9.28) 
        
Inv Sq –49.59*** –42.65*** –37.07** –36.55*** –37.60** –37.52** –55.18*** 
 (10.31) (11.04) (11.56) (9.92) (11.01) (11.77) (10.17) 
IMR3 0.14***       
 (0.030)       
GER   –0.02*      
  (0.011)      
Rden   0.000     
   (0.000)     
PCEC    0.01***    
    (0.002)    
TELE     0.11*   
     (0.057)   
PII      0.006 

(0.030)  
 

SII       –0.06*** 
       (0.012) 
Constant –0.616 18.78*** 14.52*** 15.75*** 13.66***  14.34*** 16.92*** 
 (4.013) (3.063) (2.776) (2.374) (2.641)  (2.708) (2.321) 

                                                            
3  When the analysis is carried out in all other states using urban mortality rates the results are 

the same, except for in the low-income states where the coefficient is negative instead of 
positive. 

N 108 108 108 108 108 108 108 
Adj R2 0.378 0.264 0.196 0.380 0.238 0.196 0.423 
AIC 319.2 337.4 347.0 318.9 341.2 347.0 311.2 
F 3.198 2.336 1.937 3.212 2.175 1.939 3.625 
Rmse 0.959 1.044 1.091 0.958 1.062 1.091 0.924 
T. effect/S. 
effect 

Yes Yes Yes Yes Yes Yes Yes 

Note: Standard errors in parentheses. Rmse is Root Mean Square Error, Ln is logarithm, PII is 
Physical Infrastructure Index, SII is Social Infrastructure Index, Agri is share of agriculture sector 
in GDP, I/GDP is Investment-to-GDP ratio, Inv Sq is square of I/GDP ratio, IMR is Infant Mortality 
Rate; GER is Gross Enrolment Ratio in upper primary, Rden is road density, PCEC is Per Capita 
Electricity Consumption, TELE is Teledensity.  
* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 3 shows the importance of both physical and social infrastructure in high-
income Indian states. The regression coefficient tells us that a percentage point 
improvement in physical and social infrastructure can further urbanisation by 
0.08 and 0.09 percentage points respectively. While almost all other infrastructure 
regressors are equally significant, only the enrolment ratio is largely positive, 
although not significant. The inverse U-effect of investment on urbanisation 
remains strong even in the case of high-income states. Agriculture likewise is 
largely negative, and not at all significant. Thus, the results for the high-income 
states are as observed for the overall panel. 

Switching to the regression results for middle-income states (Table 4) unravels 
various aspects of the urbanisation determinants. The most significant are: 

1. The impact of GDP on the level of urbanisation is insignificant. Also, the 
results seem to offer plural conclusions. In some regression results the 
coefficient is positive while in others it is negative. 

2. The coefficient on the agriculture regressor is positive and significant. The 
most likely explanation is the age-old linkage between agriculture and 
industry that was first talked about by Nurkse and Lewis in balanced growth 
theory, which posits that linkages between the two economic sectors are more 
of a norm than an exception.4 This effect seems to be more prominent in 

                                                            
4  Refer to Isaksson (2009) for details of the linkage effect between agriculture and industry. 
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middle-income states because the agriculture sector is under-developed, 
while most, but not all high-income states predominate agriculturally. 

3. The inverted-U hypothesis of infrastructure-led urbanisation is vacuous. This 
conclusion is mainly drawn on the basis of insignificant values for I-GDP 
ratio and its quadratic term.  

4. Regarding the infrastructure regressors, the results are checkered. Social 
infrastructure has very little effect on urbanisation. Even the indicators of the 
social infrastructure index in isolation are extraneous to our dependent 
variable, while on the other hand the physical infrastructure index is negative 
and significant at the 1% level. This means that a percentage point 
improvement in physical infrastructure leads to a decline in urbanisation by 
0.02 percentage points. All indicators of physical infrastructure are negative 
and of a significant size, implying that improvement in any physical 
infrastructure indicator, be it roads, electricity, or tele density, will decrease 
urbanisation. Hence, we can say that for middle-income states infrastructure 
is no less than a ‘cog in the wheel’. 

Lastly, looking at the regression results for low-income states (Table 5), we find 
that a percentage point improvement in social infrastructure reduces 
urbanisation intensity by 0.06 points. The value is highly significant at 0.1%. On 
the other hand, physical infrastructure has no effect at all, while better teledensity 
and per capita electricity consumption significantly promote urbanisation. The 
inverted U-shape of infrastructure investment is explained by the ginormous 
magnitude of the I/GDP ratio and its square term. Interestingly, the magnitude 
of the two terms is largest in the low-income states. This implies that the return 
to investment and urbanisation is highest in the low-income states, presenting an 
investment opportunity that would stimulate both urbanisation and economic 
5.￼ Similarly, GDP and the share of the agriculture sector in overall GDP are very 
small. 

To sum up, physical infrastructure is an important determinant of urbanisation 
in high-income states and overall; social infrastructure is important for high-
income states and low-income states (where the magnitude is negative); and 
electricity consumption and teledensity significantly and positively affect 
urbanisation in high- and low-income states. Road infrastructure in high- and 
                                                            
5  The infrastructure investment and growth literature is explained in Li (2017). 
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income states and low-income states (where the magnitude is negative); and 
electricity consumption and teledensity significantly and positively affect 
urbanisation in high- and low-income states. Road infrastructure in high- and 
                                                            
5  The infrastructure investment and growth literature is explained in Li (2017). 

middle-income states, IMR in high-income states and overall, and enrolment 
ratio in low-income states and overall affect urbanisation negatively. The supply-
led inverted-U hypothesis of infrastructure-led urbanisation is only invalid for 
middle-income states and holds strongly in all other cases, and most strongly in 
low-income states. Neither gross domestic product nor share of agriculture in 
overall GDP significantly affect urbanisation. 

In conclusion, the impact of infrastructure on urbanisation across states differs 
not only according to type of infrastructure but also according to the state’s 
income category. Thus, our hypothesis that infrastructure uniformly influences 
the level of urbanisation in Indian states is rejected. Regarding the other research 
hypothesis that infrastructure investment is subject to increasing returns, we 
strongly reject the null hypothesis, with evidence in favour of decreasing returns. 
Diminishing returns to infrastructure have also been validated in previous 
research (Sutherland et al. 2009; Canning and Fay 1993; Hulten and Schwab 
1993). 

The present research follows the direction of Liu et al. (2014), who find that 
economic growth plays a heterogeneous role in facilitating urbanisation across 
Chinese regions. Similarly, our analysis investigates the asymmetrical role played 
by infrastructure investment and infrastructure in influencing urbanisation in 
Indian states. 

5. CONCLUSIONS AND POLICY IMPLICATIONS 

The present globalised world is witnessing rapid urbanisation. Some regions 
urbanise rapidly while others proceed at a slower pace. Because the process is 
omnipresent, various possible determinants have frequently appeared in the 
literature. It is imperative to know which are the important factors affecting the 
urbanisation process in India.  

The present paper addresses this concern in a holistic way. Using data on 17 
Indian states for 1991–2017, the study aims to discover possible determinants of 
urbanisation, with special emphasis on infrastructure and infrastructure 
investment.  
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The findings suggest various ways forward for policy planners. Relying on the 
findings of the whole sample can be very misleading because the determinants of 
urbanisation are not uniform across all Indian states. Because the findings vary 
between states a ‘one policy fits all’ approach is inadvisable. The priorities of the 
states vis-a-vis the urbanisation process will differ.  

On the basis of the above research on the determinants of urbanisation in the 
Indian states, the following recommendations can be made. 

1. For high-income states, physical infrastructure (overall), teledensity, 
electricity consumption, and social infrastructure (overall) positively 
influence urbanisation, while road network and infant mortality rate have a 
negative effect. This means that for these states having better infrastructure 
points to possible future urbanisation and they need to plan accordingly in 
order to prevent congestion in the later stages of growth, because urban over-
crowding can adversely affect human productivity. Any decision regarding 
infrastructure investment should by default address urbanisation concerns 
because they work in tandem.  

2. For middle-income states, the policy implication is slightly different from that 
for high income-states. Because in their case the infrastructure components 
have a negative sign, this does not obviate the need to invest in infrastructure. 
Rather, it indicates a serious problem with infrastructure quality in these 
states, which is why even the I/GDP ratio is not significant.  

3. For low-income states what is important as of now is improving the level of 
social services, because the impact of social infrastructure on urbanisation is 
negative. The reason for this negative impact is the high infant mortality rates 
of low-income states. On the other hand, because physical infrastructure in 
isolation positively affects the dependent variable (percentage of 
urbanisation), the emphasis needs to be on physical infrastructure rather than 
social infrastructure if these states want more urbanised centres.  

4. Lastly, the government needs to be mindful that the infrastructure investment 
they make in their respective economies has an upper limit beyond which the 
positive benefits and propensity to urbanise will decline. Thus, ill-considered 
infrastructure investment will prove wasteful for the economies.  
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APPENDIX 

A1: List of states according to income bracket 

High-income states Middle-income states Low-income states 
Gujarat 
Haryana 
Himachal Pradesh 
Karnataka 
Kerala 
Maharashtra 
Punjab 
Tamil Nadu 

Andhra Pradesh 
Jammu and Kashmir  
Odisha 
Rajasthan 
West Bengal 

Assam 
Bihar 
Madhya Pradesh 
Uttar Pradesh 

Source: Author’s Compilation 

A2: Data sources of the variables used in the study 

Variable Data Source 
• Investment (Capital 

Expenditure + Outstanding 
Credit in Scheduled 
Commercial Banks) 

RBI Handbook of Statistics on Indian 
States 

• Agriculture Sector (Share of 
agriculture in overall NSDP) 
(in per cent) 

Computed using data on overall GDP and 
Sectoral GDP  

• Per Capita Net State Domestic 
Product (Expressed in 2011–
12 prices) (log form) 

RBI Handbook of Statistics on Indian 
States 

• Infant Mortality Rate Sample Registration System Bulletins 
• Gross Enrolment Ratio in 

Upper Primary School 
Economic Survey Series of India 

• Road Density (per 1000 sq. km 
of geographical area) 

Handbook of Statistics on Indian States 

• Per Capita Electricity 
Consumption (In KWh) 

Handbook of Statistics on Indian States 

• Teledensity (Per 100 
population) 

Handbook of Statistics on Indian States 
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• Urbanisation The value is interpolated for 1991–2000. 
Post 2000 the population projections are 
taken from the Report of the Technical 
Group on Population Projections 
Constituted by the National Commission 
on Population. 

Source: Author’s Compilation 
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1. INTRODUCTION 

Governments around the world increased budget deficits in response to the sharp 
decline in global output that resulted from the extensive economic disruption 
caused by the COVID-19 pandemic. To reduce the impact of the pandemic, 
governments provided liquidity support and replaced lost household income, 
saving jobs and preventing large-scale bankruptcies. However, these measures 
were costly. Together with the drastic fall in tax revenue and the abrupt rise in 
government expenditure, the measures are expected to push global public debt to 
an all-time high. The International Monetary Fund (IMF) estimated that global 
public debt would increase by 16 percentage points in 2020, from 83% of GDP in 
2019 to around 100% in 2020, the largest increase ever. 

Pre-pandemic literature examined extensively the responsiveness of fiscal policy 
to the business cycle (for example, Alesina et al., 2008; and Frankel et al., 2013) 
and showed how political and institutional arrangements affect budget deficits 
(for example, Roubini and Sachs 1989; Perotti and Kontopoulos, 2002 and 
Agnello and Sousa, 2009). The focus of this paper is to review and revisit the 
determinants of budget balances and show how the COVID-19 pandemic has 
changed their impact. We attempt to answer several compelling questions: 
whether the effect of increased government expenditure on the budget balance 
changed in 2020, how the state of the labour market in 2020 affected the budget 
balance, whether budget balances in 2020 were constrained by the prevailing debt 
levels and current low, long-term interest rates, and whether the existence of 
previous vulnerabilities mattered for the change in the 2020 budget balance. 

To provide the answers, we use a system-GMM estimation procedure where we 
introduce interaction terms for macroeconomic variables and a dummy variable 
for 2020 in an otherwise standard specification including macroeconomic, 
political/institutional, and demographic variables, as suggested by the literature 
(Alesina et al., 1998; Agnello and Sousa, 2009; Maltritz and Wuste, 2015). We use 
a dynamic panel dataset with data for 43 countries (all countries for which 
sufficient data is available) for 26 years, from 1995 to 2020. We use actual 
realisations of all the series from 1995 to 2019 and IMF WEO forecasts of the 
series for 2020. The system approach allows us to address and overcome the issue 
of endogeneity that arises among the independent variables and which is not 
accounted for in a standard least squares regression. 
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(Alesina et al., 1998; Agnello and Sousa, 2009; Maltritz and Wuste, 2015). We use 
a dynamic panel dataset with data for 43 countries (all countries for which 
sufficient data is available) for 26 years, from 1995 to 2020. We use actual 
realisations of all the series from 1995 to 2019 and IMF WEO forecasts of the 
series for 2020. The system approach allows us to address and overcome the issue 
of endogeneity that arises among the independent variables and which is not 
accounted for in a standard least squares regression. 

We contribute to the literature in several ways. First, the aim of a growing body 
of literature is to determine the size of the 2020 budget deficits and suggest 
policies to repay the increased debt sustainably (Makin and Layton, 2021). 
However, to the best of our knowledge, the literature has not investigated the 
effect of economic determinants on the size of the 2020 budget deficits. This is 
one of the first papers to quantify and analyse the difference in the effect of 
standard macroeconomic determinants on the budget balance prior to and 
during the COVID-19 pandemic. In addition, the paper discusses at length the 
implications of this change in terms of the long-term economic scarring that 
might result from the on-going crisis. 

Our results indicate that the overall impact of the global pandemic has led to a 
disproportionate increase in the estimated effects of several macroeconomic 
determinants on the budget balance. In particular, the absolute effects of the rise 
in government debt and government expenditure on the budget balance were 
greater in 2020 than in the preceding period. In 2020, higher public debt implied 
even lower budget deficits, suggesting that higher debt during a severe economic 
downturn constrained additional government spending.  

We also study the relationship between the size of the primary balance in 2020, 
the fiscal packages introduced to tackle the consequences of the COVID-19 
pandemic, and the government debt position by currency denomination. We 
argue that more-developed economies were able to implement higher stimulus 
packages for the relatively same level of primary balance, and this was in part 
because they hold more government debt in domestic currency (as a percentage 
of GDP). 

The remainder of the paper is organised as follows. Section 2 offers a brief 
overview of the related literature. Section 3 introduces in more detail the applied 
methodology and the data used. Section 4 provides the empirical results and 
studies the thereby induced implications. In Section 5 we discuss our findings. 

2. LITERATURE REVIEW 

The existing literature studies the budget balance from two main perspectives: 
economic and political. Most studies that focus on the economic perspective 
analyse the response of fiscal policy to output (Gali and Perotti, 2003; Akitoby et 

THE EFFECTS OF THE COVID-19 CRISIS

107



al., 2004; Talvi and Vegh, 2005; Frankel et al., 2013). Standard Keynesian models 
posit that fiscal policy should be countercyclical, allowing for budget deficits in 
recessions and saving for budget surpluses in booms; i.e., government spending 
(taxes) should rise (decrease) in recessions and vice versa in booms. The tax 
smoothing theory of Barro (1979) argues that the government should smooth 
both tax rates and government spending by borrowing during recessions and 
repaying during booms. However, the literature finds mixed evidence regarding 
the counter-cyclicality of fiscal policy. The consensus from the studies is that 
fiscal policy is counter-cyclical in most developed countries, while it is pro-
cyclical in developing countries (Afonso et al., 2010). 

Explanations of the cross-country variation in fiscal policy cyclicality cannot be 
solely economic. Governments’ political characteristics, ideological motivation, 
electoral system, and institutional arrangements are also important determinants 
of fiscal policy. Much of the literature focused on political determinants finds that 
governments that are weaker in terms of tenure and political power create larger 
budget deficits. Roubini and Sachs (1989) show that countries where 
governments have short tenures tend to have higher deficits on average. 
Moreover, the paper shows that multi-party coalition governments have a greater 
tendency to develop large and persistent deficits than majority-party 
governments. Similarly, Lane (2003) argues that countries with dispersed political 
power are most likely to run pro-cyclical fiscal policies. Higher deficits are also 
found to be positively associated with the size of the government cabinet, 
measured as the number of spending ministers (Volkerink and De Haan, 2001; 
Perotti and Kontopoulos, 2002). 

Although it is reasonable to expect that right-wing governments will practice tight 
fiscal policy and left-wing governments loose fiscal policy, the empirical literature 
finds mixed evidence for the influence of the government’s ideological 
preferences on the budget balance (Alesina et al., 1997; Mulas-Granados, 2003). 
Opportunistic governments without ideological preferences that follow policies 
to maximize their probability of winning the next election tend to have higher 
budget deficits in election years (Franzese Jr, 2002; De Haan and Mink, 2005). 
Alesina and Perotti (1995) find that large deficits are more common in countries 
with proportional rather than majoritarian and presidential electoral systems. In 
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addition, Alesina et al. (2008) argue that most of the pro-cyclicality of fiscal policy 
in developing countries can be explained by high corruption levels. 

Institutional factors are also positively associated with fiscal performance. 
Leachman et al. (2007) find that fiscal performance is better when fiscal budgeting 
institutions are strong. De Haan and Sturm (1997) find that a strong finance 
minister or a commitment to negotiated budget targets can be especially effective 
in keeping deficits down in countries where there is political instability. Henisz 
(2004) finds that checks and balances that limit the discretion of policymakers 
reduce the volatility of government expenditure and revenue. 

Lastly, a relatively new but important strand of literature examines fiscal 
persistence: the degree to which current fiscal behaviour depends on its own past 
development. For instance, Afonso et al. (2010) find that countries with higher 
fiscal persistence tend to have lower discretion. 

3. METHODOLOGY 

3.1. Model 

To construct the econometric model we follow the literature described in the 
previous section, and specify it as: 

1 2

' ' ' '
0 1 1 2      ,it it it it it it itBalance Balance Y X Y D X Dβ ββ β β δ δ ε−= + + + + +  

where the dependent variable itBalance is the primary budget balance of country 
i  in time t . We assume that the primary budget balance is dependent on its 
previous value 1itBalance − , with 0β  being its marginal effect and two disjoint sets 
of explanatory variables '

itY  and '
itX  and a random error itε . The first set of 

explanatory variables has a marginal effect 1β  and describes potential 
macroeconomic determinants of the primary budget balance, whereas the second 
set is constituted of political and institutional variables, and 2β is their marginal 
effect. In addition, we include a country-specific effect in the equation to account 
for potentially omitted variables that are invariant over time. 
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Alesina et al. (1998), Agnello and Sousa (2009), and Maltritz and Wuste (2015) 
use similar model specifications to understand the critical factors that drive the 
magnitude and characteristics of budget deficits. The novelty in our specification 
is the presence of the interaction term between the independent variables and a 
dummy variable D  for 2020, used to quantify the potential different effect of the 
variables due to the coronavirus pandemic. Concretely, 

1βδ  and 
2βδ  represent a 

direct measure of the change in the effect of the macroeconomic and political and 
institutional variables respectively. A significant and negative value of 

1βδ  (
2βδ ) 

implies that the variables’ contribution to the size of the budget deficit in 2020 
was larger than usual. 

A general problem of this model specification is the presence of endogeneity due 
to potential interdependence between the explanatory variables and the budget 
balance (Agnello and Sousa 2009), which may lead to biased and inefficient 
parameter estimates. To account for this problem, we resort to a system GMM 
parameter estimation. The system GMM solves the endogeneity problem in two 
steps. In the first step, each variable is first-differenced, thus removing the 
potential endogeneity due to correlation between the country-specific effects and 
the explanatory variables (Arellano and Bond 1991). In the second step, the 
endogeneity between the dependent and explanatory variables is removed by 
instrumenting the differenced variables with their available lags in levels: the 
levels of the dependent variable lagged for two or more periods and the levels of 
the explanatory variables lagged for one or more periods (Blundell and Bond 
1998). Another advantage that system GMM has over other estimation 
procedures is that it efficiently accounts for the potential problem of the lagged 
dependent variables being weak instruments. Weak instruments cannot be used 
to solve the endogeneity problem. They usually appear in situations when there 
is high heterogeneity in the cross-sectional sample or when the time series for 
each cross-section has a large variance. For example, we are looking at all available 
country data and do not restrict our sample to specific countries. Hence, there 
might be high heterogeneity in the cross-sectional sample. Unlike other 
estimation procedures, system GMM resolves this issue by simply adding 
additional restrictions to the moment conditions. (See Roodman (2009) for a 
more detailed explanation of the properties of system GMM.) 
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estimation procedures, system GMM resolves this issue by simply adding 
additional restrictions to the moment conditions. (See Roodman (2009) for a 
more detailed explanation of the properties of system GMM.) 

3.2. Data 

For our analysis we construct an unbalanced panel annual dataset with 
macroeconomic, political, and institutional variables for 43 countries, with yearly 
data covering the period 1995 to 2020. Macroeconomic data comes from the IMF 
World Economic Outlook (WEO) October 2020 database, and political and 
institutional data from Databanks International’s Cross-National Time-Series 
Data Archive and Polity IV Database. Our starting point was all of the countries 
included in the WEO database, but some of the countries were removed from the 
initial sample due to lack of sufficient data availability in other databases. 

For the period 1995 to 2019 we use the actual realisations of the chosen variables. 
However, for 2020 we use forecasts for the macroeconomic variables (IMF) and 
assume that no change has taken place for the institutional and political variables 
(i.e., 

2
0))βδ ≈ . Although this is a rather strong assumption, our rationale is that 

changes in these variables require a multitude of legislative and political actions 
that can rarely be achieved in the span of a year. A detailed analysis of all the 
countries showed that it took at least two years for their polity score to change, 
and it remained at the same value during the last few years of our sample. 
Furthermore, for the entire dataset, the type-of-regime variable had little or no 
variation over the years, and across the majority of countries the size of the 
cabinet in the last period changed by only one or two ministers.  

In all specifications, the dependent variable is the general government primary 
budget balance as a percentage of GDP. We use this measure because it better 
matches the discretionary decisions of the fiscal authorities than the overall 
budget balance. It does not include interest payments for outstanding debt piled 
up from the previous period, which is not relevant to our study (Maltritz and 
Wuste, 2015). 

The two sets of explanatory variables are based on the relevant literature, 
described in the previous section. We use a standard set of macroeconomic 
variables in the first set: lagged primary budget balance, government expenditure 
(log), gross debt (log), interest rate of government debt securities, unemployment 
rate, GDP growth rate, and population (log). 
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For the second set of political and institutional explanatory variables we use polity 
scale, type of regime, and cabinet size. Polity scale is a variable that evaluates how 
democratic a country is on a scale from –10 to 10, where the two extremes imply 
that the country is either fully autocratic (–10) or fully democratic (10). Type of 
regime is a categorical variable that provides an estimate for the type of 
government regime in the country: 1) civilian, 2) military-civilian, and 3) 
military. Size of cabinet quantifies the number of ministers in a government. The 
list of all used variables, their transformation and data sources are presented in 
Table A1 in the Appendix.  

Table 1 summarizes the descriptive statistics for all of the variables included in 
our empirical analysis for 2019 and 2020. These statistics suggest that the primary 
budget deficit across all countries increased by 6.1 percentage points on average 
between 2019 (–0.32% of GDP) and 2020 (–6.4% of GDP), while gross 
government debt increased by 12.8 percentage points on average between 2019 
(69.3% of GDP) and 2020 (82.1% of GDP). This extraordinary increase in global 
public debt happened at a time of an almost 1pp decrease in the average interest 
rates of government securities between 2019 (3.4%) and 2020 (2.5%). During the 
2020 crisis, as expected, the loose fiscal policy led to an average increase in 
government expenditure of 8.7 percentage points, whereas the average increase 
in the unemployment rate was 2.5 percentage points and the average decrease in 
the GDP growth rate was 8.6 percentage points across the entire sample. These 
numbers reflect the current economic conditions and the economic support 
packages implemented by policymakers around the world as a response to the 
global pandemic. 

The polity scale variable shows that there is more democracy in advanced than in 
emerging economies (9.1 and 5.3 respectively). The average number of ministers 
in the governments of both country groups is almost the same (around 21). Most 
governments in our sample are classified as civilian, with a few exceptions – 
Algeria, Egypt, Fiji, Sudan, and Thailand are classified as military-civilian, and 
Pakistan and Thailand have had a military regime for a relatively short period of 
time. 
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Table 1: Summary statistics. 

 All countries 
Variable 2019 2020 
Dependent variable 
Primary balance –0.32 –6.44 

(2.85) (4.24) 
Macroeconomic and demographic variables 
Gov. gross debt 69.27 

(38.48) 
82.14 

(46.78) 
Population 46.42 

(73.33) 
47.2 

(77.73) 
Unemployment rate 6.78 

(6.37) 
9.24 

(8.31) 
Interest rate 3.41 

(3.43) 
2.52 
(3.3) 

Gov. exp. (% of GDP) 34.77 
(9.82) 

42.88 
(11.45) 

GDP growth rate 2.47 
(1.68) 

–6.11 
(2.80) 

Political and institutional variables 
Polity 7.57 

(4.08) 
7.4 

(4.37) 
Size of cabinet 19.57 

(5.51) 
19 

(5.47) 
Civilian regime 25 21 
Military-civilian regime 1 1 
Military regime 0 0 

Note: Mean values per country group for 2019 and 2020. Standard deviations in brackets. Regime 
statistics refer to number of countries. 

Spending and revenue discretionary budget measures taken to combat the virus 
by emerging and developing economies account for more than 3.5% of GDP, and 
more than 9% of GDP in advanced economies (IMF WEO October 2020). Given 
the specific nature of this shock, the severe weakening of aggregate demand and 
continuous disruptions of aggregate supply are expected to lead to the deepest 
global recession since World War II (World Bank Global Economic Prospects 
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2020). As a result, governments across the globe stepped in with extensive fiscal 
packages along with complimentary institutions to help the ailing economies, 
including wage subsidies, tax deferrals, easing of regulatory burdens, transfers to 
businesses and households, postponement of loan repayments, and government 
guarantees. Although the economic support offered by all countries is 
unprecedented and higher than that offered during the global financial crisis in 
2009 (World Bank Global Economic Prospects), the state of the economies prior 
to the pandemic was also a crucial determinant of the magnitude of the response. 

4. EMPIRICAL RESULTS 

In this section we discuss the empirical results obtained using the Blundell and 
Bond (1998) methods of implementing a dynamic linear GMM estimation. A 
summary of our main findings can be found in Table 2. In column 1 we present 
the results from our model with the primary budget balance and the set of 
macroeconomic variables. We add additional explanatory variables that have 
been used in the literature, which include a demographic effect (column 2) and a 
potential effect resulting from political/institutional variables (column 3). Finally, 
in column 4 we present results that include interaction terms with the variables 
that we consider to have been affected by the Covid-19 crisis and a dummy 
variable for 2020. The last two rows of Table 2 report the results of two statistical 
tests that evaluate whether our regressions satisfy the baseline regression 
specification assumption. The first is the AR(2) test, which under the null 
hypothesis assumes that there is no autocorrelation in the random errors. The 
second is the Sargan test for overidentification of the instruments used for 
estimation under the null hypothesis that the over-identifying restrictions are 
valid. In each case, the statistical tests do not reject the null hypotheses, suggesting 
that our models are correctly specified. 

In all of the regressions we estimated, most of the macroeconomic variables are 
significant and have the expected sign, as typically found in the literature 
(Roubini and Sachs, 1989; Bayar and Smeets, 2009; Maltritz and Wste, 2015). In 
every regression the effect of the lagged primary budget balance is positive and 
significant. This persistence in the effect of the primary budget balance 
corresponds to a well-documented inertia in the budgetary process found in the 
literature. Similarly, the effect of the GDP growth rate is positive and significant 
– as expected, because when the economy has a higher growth rate the primary 
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budgetary balance improves in the short run. The estimated coefficient of the 
unemployment rate is negative and significant in every case, except in the model 
in column 4 of Table 2 where it loses significance. This implies that an increase in 
the unemployment rate worsens the primary budgetary balance. It can be argued 
that this is a result of the additional government expenditure incurred to support 
the labour market. The stock of debt and the long-term interest rate have a 
significant and positive relationship with the primary budgetary balance. The fact 
that gross government debt has a positive effect on the primary budget balance 
confirms a previous finding in the empirical literature that higher debt improves 
the primary budget balance and reduces deficits. Maltritz and Wuste (2015) argue 
that high debt implies less fiscal space to encourage additional spending, while 
low debt levels enable countries to run higher deficits. We emphasize that higher 
interest payments from debt do not affect the primary balance, which by 
definition excludes interest payments. However, higher long-term interest rates 
on debt instruments also implies less fiscal space and leads to improved budgetary 
balances.  

Next, we observe that government expenditure has a significant and negative 
impact on the primary budgetary balance, as higher government expenditure 
raises the primary budget deficit in the short run. Similarly, population size, as a 
demographic variable, has a negative relationship with primary budget balance in 
one regression (column 3). In this context, Furceri and Poplawski (2008) argue 
that a larger pool of taxpayers can be insurance against idiosyncratic shocks, 
which leads to lower budget deficits. Indeed, this result suggests that the larger 
countries have greater fiscal space for discretionary actions in a global crisis. 

Table 2: Blundell–Bond linear dynamic panel-data estimation 

 (1) (2) (3) (4) 
VARIABLE Macroeconomic Demographic Political/Institutional 2020 
Primary balance (t-1) 0.404*** 0.399*** 0.374*** 0.356*** 
 (0.018) (0.026) (0.020) (0.043) 
GDP growth rate 0.244*** 0.251*** 0.223*** 0.169*** 
 (0.013) (0.011) (0.015) (0.018) 
Unemployment rate –0.064*** –0.067*** –0.081*** –0.012 
 (0.022) (0.019) (0.030) (0.046) 
Government debt 2.828*** 2.513*** 2.830*** 3.520*** 
 (0.376) (0.319) (0.337) (0.527) 
Government expenditure –17.267*** –17.070*** –19.745***  –20.122*** 
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 (0.839) (1.074) (1.709) (2.732) 
Interest rate  0.263*** 0.243*** 0.198*** 0.191*** 
 (0.025) (0.019) (0.026) (0.051) 
Population  –0.219 –6.323** –1.031 
  (1.707) (2.994) (3.836) 
Polity   1.052***  0.673*** 
   (0.250) (0.230) 
Size of cabinet   –0.032 0.048 
   (0.031) (0.037) 
Type of regime (2)   8.901*** 8.914** 
   (1.318) (4.142) 
Type of regime (3)   –5.435*** 1.464 
   (3.139) (2.690) 
GDP*2020    0.795 
    (0.685) 
Unemployment*2020     0.741 
    (0.682) 
Government 
expenditure*2020 

   –6.814*** 

    (1.898) 
Debt*2020    6.781*** 
    (2.515) 
Population*2020    –0.618 
    (0.537) 
Interest rate*2020    –0.213 
    (0.586) 
Constant 49.516*** 50.961*** 67.588*** 53.406*** 
 (2.655) (5.614) (10.078) (11.963) 
Observations 854 854 854 854 
Number of countries 43 43 43 43 
Arellano-Bond test (H0: no 
autocorrelation of order 2) 

p = 0.5358 p = 0.5066 p = 0.2522 p = 0.565 

Sargan-Hansen test (H0: 
overidentifying restrictions 
are valid) 

p = 1.000 p = 1.000 p = 1.000 p = 1.000 

Note: Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Some of the results for the set of political/institutional variables agree with 
empirical findings in the literature. The coefficient in front of the polity scale 
variable is significant and positive, implying that a more democratic regime tends 
to have stronger institutions and functional checks and balances that limit 
policymakers’ discretion to increase the budget deficit. This finding is in line with 
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Some of the results for the set of political/institutional variables agree with 
empirical findings in the literature. The coefficient in front of the polity scale 
variable is significant and positive, implying that a more democratic regime tends 
to have stronger institutions and functional checks and balances that limit 
policymakers’ discretion to increase the budget deficit. This finding is in line with 

the literature (for example, Henisz 2004 and Leachman et al. 2007). The effect of 
the cabinet size is negative but insignificant. A negative impact fits the stylized 
fact in the literature that a higher number of spending ministers is associated with 
a lower primary balance (for example, Volkerink and De Haan 2001 and Perotti 
and Kontopoulos 2002). Finally, in terms of the type of regime, the results show 
that countries that have a military-civilian or civilian regime tend to have higher 
primary budget deficits on average. 

The last column shows the change in the effect of the macroeconomic variables 
on the primary budget balance in the first year of the global pandemic. It appears 
that the pandemic increased in absolute values the magnitude of the estimated 
effects of all of the variables, except the unemployment rate, where the direction 
of the relationship is reversed. However, the change of the effect in some of the 
variables is statistically insignificant. This is the case for the GDP, unemployment, 
population, and interest rate variables. On the other hand, the sharp decline in 
economic activity led to increased government expenditure, which in turn 
resulted in higher budget deficits. This is as expected, since all of the countries in 
our sample implemented some form of economic support package to mitigate the 
economic cost of the crisis, resulting in a deterioration in their fiscal health. In 
addition, the resulting increase in public debt leads to a larger positive effect of 
gross debt on the primary balance in 2020. This can be an indication that higher 
debt during a severe economic downturn enhances incentives against spending.  

The robustness of our results is confirmed by re-estimating the model when the 
interest rate is removed from the list of explanatory variables. We explicitly 
choose this variable since, when excluded, the sample size increases by the largest 
margin. The results are given in Table A2 in the Appendix, which shows that the 
estimated coefficients are not much different from those presented in Table 2. 
Therefore, it can be argued that our results are robust. 

4.1. Implications 

In the period ahead, economies globally are expected to experience 
unprecedented economic and social costs resulting from the COVID-19 
pandemic. Returning to pre-crisis levels of economic activity is a daunting task 
for countries all over the world and the path to recovery will not be smooth, even, 
or certain. 
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To begin with, the fiscal stimulus packages implemented by governments in 
response to the pandemic put a significant strain on public finances. The 
unparalleled fiscal response to the demand slumps and supply interruptions that 
followed the crisis was largely implemented in advanced and some large emerging 
market economies, because they could rely on more favourable financing 
conditions prior to the crisis and retained the ability to borrow at lower interest 
rates (IMF, WEO 2020, and IMF Fiscal Monitor 2020). 

To better understand the relationship between the fiscal stimulus packages 
introduced by governments and 2020 budget deficits, in Figure 1 we plot the 
primary balance in 2020 as a function of the additional spending or foregone 
revenues in response to COVID-19. The source of data for countries’ fiscal 
measures in response to pandemic is the IMF Fiscal Monitor database. We divide 
the countries into emerging and advanced based on the IMF’s classification. 

Figure 1: IMF country groups: Explained variation in budget deficits due to 
additional spending or foregone revenues in response to COVID-19 pandemic 

 
Source: Fiscal Monitor, Database of Country Fiscal Measures in Response to the COVID-19 
Pandemic, IMF. 

The figure shows that some advanced economies were able to implement higher 
stimulus packages for the relatively same level of primary balance. The conclusion 
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The figure shows that some advanced economies were able to implement higher 
stimulus packages for the relatively same level of primary balance. The conclusion 

is similar when looking at the total fiscal measures undertaken, which include 
liquidity support in the form of equity injection, loans for asset purchase, and 
debt assumption. The figure highlights that the total fiscal measures were in 
general higher in advanced economies than in emerging market economies. 

Figure 2: Explained variation in total fiscal measures due to government debt 
position denominated in domestic currency (as a percentage of GDP) 

 

While country income per capita is an important determinant of the size of total 
fiscal measures during the pandemic, we want to emphasize that government debt 
position denominated in domestic currency was also a determinant during the 
COVID-19 crisis. We could not include this variable in our regression model due 
to lack of data availability for a lot of the countries in our sample. However, Table 
A3 in the Appendix presents all of the countries for which data is available in the 
Fiscal Monitor of the IMF database and the Quarterly Public Sector Debt database 
of the World Bank on gross central government debt position by currency 
denomination (as a percentage of GDP) in the first quarter of 2020. We illustrate 
the relationship using these countries in Figure 2. The figure shows that countries 
with a higher government debt position denominated in domestic currency (as a 
percentage of GDP) were able to execute higher total fiscal measures (as a 
percentage of GDP) during the pandemic. For example, 4 of the 5 countries with 
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the highest total fiscal measures as a percentage of GDP are Italy, the United 
Kingdom, France, and Spain, whose debt position in domestic currency is higher 
than 80%. Also, we note that the correlation coefficient between debt position 
denominated in domestic currency and size of total fiscal measures is fairly high, 
0.737, and significant at the 1% level. 

5. CONCLUSION AND DISCUSSION 

Fiscal packages to stimulate the economy during the COVID-19 pandemic led to 
unprecedented growth in budget deficits in almost every country in the world. 
We analysed whether this growth was also affected by changes in the economic 
determinants. Using System GMM and data for 43 countries over a period of 26 
years, we provided evidence that the growth in budget deficits may have been 
accelerated by these changes. We found that in the first year of the pandemic the 
marginal negative impact of government expenditures increased, and the positive 
impact of budget deficits increased.  

We then postulated that these changes resulted from more-developed economies 
implementing higher stimulus packages for the same level of budget deficit, 
mainly because of the advantage of servicing their debt in their national currency. 
While the fiscal packages played a vital role in the governments’ efforts to combat 
the consequences of the pandemic, we also believe that future fiscal space will be 
limited because of these efforts. One limitation of our analysis is that the study 
was based on data that captures the impact of the first year of the pandemic. The 
increase in the global debt-to-GDP ratio will certainly pose additional challenges 
for debt sustainability of all economies globally in the medium to long run. 
Equally relevant is the potential risk on the horizon for debt financing conditions. 
Moreover, some of the vulnerabilities that existed prior to the crisis, such as 
population ageing, are likely to further contribute negatively to the outlook for 
the stock of sovereign debt. For instance, in their empirical study of OECD 
economies, Honda and Miyamoto (2020) find that population ageing weakens 
fiscal spending effects, and in order to support the economy in a downturn, 
countries will need to revert to larger fiscal support packages. Finally, the build-
up of debt is also expected to constrain future government spending on growth 
and development, as a large part of government revenues will be consumed by 
debt service. We argue that in the absence of more refined data, the analysis 
performed here provides a starting point for the development of a more 
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fiscal spending effects, and in order to support the economy in a downturn, 
countries will need to revert to larger fiscal support packages. Finally, the build-
up of debt is also expected to constrain future government spending on growth 
and development, as a large part of government revenues will be consumed by 
debt service. We argue that in the absence of more refined data, the analysis 
performed here provides a starting point for the development of a more 

comprehensive understanding on how the economic determinants of the budget 
balance are changing because of the pandemic. We believe that the insights 
provided by this analysis and an improved understanding of economies’ fiscal 
behaviour during the coronavirus pandemic will aid the development of studies 
on the long-term impact of COVID-19 on the budget balance, as soon as such 
data is available. 

Last but not least, the size, distribution, and adjustment of the 2020 budget 
balance will determine both the general social prospects and the economic 
capabilities of every country in the aftermath of the pandemic (Stojkoski et al., 
2020a, b; Tevdovski et al., 2021). It is expected that the structural changes 
imposed on economies by health authority constraints (social distancing, 
teleworking, movement restrictions, capacity restrictions) will redistribute 
societal resources from highly inflexible sectors of the economy to highly adaptive 
sectors. As a result, welfare losses from labour market distortions (jobs at the 
lower quantiles of the wage distribution, in informal employment, with 
temporary working arrangements) and human capital accumulation disruptions 
(schooling interruptions and transformation) will probably worsen the level of 
poverty and income inequality worldwide. We believe that in order to tackle the 
challenges induced by COVID-19, vital mechanisms for restoring the fiscal health 
of governments will have to be developed. This is the subject of our ongoing 
research. 
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APPENDIX 

Table A1: List of variables and data sources 

Variable Source 

Primary balance IMF, WEO; General government primary net 
lending/borrowing % of GDP 

Debt IMF, WEO; General government gross debt % 
of GDP 

Unemployment rate IMF, WEO; % of total labour force 

GDP IMF, WEO; Gross domestic product at 
constant prices 

Population IMF, WEO in raw numbers 
Government expenditure IMF, WEO; % of GDP 
Size of cabinet CNTS (polit10) 
Type of regime CNTS (polit02) 

 

Table A2: Results without the interest rate: Blundell–Bond linear dynamic 
panel-data estimation 

  (1) (2) (3) (4) 
VARIABLE Macroeconomic Demographic Political/Institutional 2020 
Primary balance (t-1) 0.591*** 0.570*** 0.550*** 0.578*** 

 (0.025) (0.031) (0.058) (0.041) 
GDP growth rate 0.398*** 0.371*** 0.366*** 0.213*** 

 (0.018) (0.019) (0.019) (0.018) 
Unemployment rate 0.001 –0.008 –0.076 –0.170*** 

 (0.062) (0.056) (0.086) (0.064) 
Government debt 1.212 1.046 1.736 3.466* 

 (0.774) (0.742) (1.196) (1.773) 
Government 
expenditure –7.595*** –10.035*** –10.189*** –8.294*** 

 (1.213) (1.380) (1.302) (1.988) 
Population  –3.275*** –1.707* –2.776* 

  (0.732) (1.036) (1.531) 
Polity   0.492* 0.583* 

   (0.295) (0.342) 
Size of cabinet   –0.049*** –0.030** 

   (0.015) (0.015) 

124

Economic Annals, Volume LXVII, No. 232 / January – March 2022



APPENDIX 

Table A1: List of variables and data sources 

Variable Source 

Primary balance IMF, WEO; General government primary net 
lending/borrowing % of GDP 

Debt IMF, WEO; General government gross debt % 
of GDP 

Unemployment rate IMF, WEO; % of total labour force 

GDP IMF, WEO; Gross domestic product at 
constant prices 

Population IMF, WEO in raw numbers 
Government expenditure IMF, WEO; % of GDP 
Size of cabinet CNTS (polit10) 
Type of regime CNTS (polit02) 

 

Table A2: Results without the interest rate: Blundell–Bond linear dynamic 
panel-data estimation 

  (1) (2) (3) (4) 
VARIABLE Macroeconomic Demographic Political/Institutional 2020 
Primary balance (t-1) 0.591*** 0.570*** 0.550*** 0.578*** 

 (0.025) (0.031) (0.058) (0.041) 
GDP growth rate 0.398*** 0.371*** 0.366*** 0.213*** 

 (0.018) (0.019) (0.019) (0.018) 
Unemployment rate 0.001 –0.008 –0.076 –0.170*** 

 (0.062) (0.056) (0.086) (0.064) 
Government debt 1.212 1.046 1.736 3.466* 

 (0.774) (0.742) (1.196) (1.773) 
Government 
expenditure –7.595*** –10.035*** –10.189*** –8.294*** 

 (1.213) (1.380) (1.302) (1.988) 
Population  –3.275*** –1.707* –2.776* 

  (0.732) (1.036) (1.531) 
Polity   0.492* 0.583* 

   (0.295) (0.342) 
Size of cabinet   –0.049*** –0.030** 

   (0.015) (0.015) 

Type of regime (2)   2.876 7.737** 
   (4.128) (3.508) 

Type of regime (3)   6.080 9.799 
   (9.925) (10.018) 

GDP*2020    –0.209 
    (0.296) 

Unemployment*2020    0.551*** 
    (0.161) 

Government 
expenditure*2020    –2.387* 

    (1.358) 
Debt*2020    0.180 

    (1.686) 
Population*2020    0.218 

    (0.504) 
Constant 21.170*** 39.878*** 30.732*** 19.763* 

 (4.319) (8.096) (7.065) (10.754) 
Observations 1,002 1,002 1,002 1,002 
Number of countries 43 43 43 43 
Arellano-Bond test  p = 0.747 p = 0.705 p = 0.582 p = 0.736 
Sargan test (H0: over-
identifying restrictions 
are valid) 

p = 1.000 p = 1.000 p = 1.000 p = 1.000 

Note: Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A3: List of countries and their fiscal measures, primary budget balance, 
and gross central government debt in domestic currency denomination, as a 
percentage of GDP 

Country Fiscal measures Primary balance Debt in domestic currency 
Albania 2.87 –8.42 33.53 
Armenia 2.98 –5.82 10.90 
Australia 13.53 –10.06 51.55 
Brazil 14.61 –16.78 69.90 
Bulgaria 6.66 –2.00 4.20 
Canada 16.73 –19.92 42.69 
Colombia 5.27 –9.48 32.79 
France 20.98 –10.77 95.47 
Hungary 8.55 –8.28 56.17 
Indonesia 3.83 –6.32 18.92 
Ireland 7.59 –6.00 65.48 
Israel 9.67 –12.94 52.12 
Italy 37.93 –12.98 133.14 
Lithuania 8.28 –6.72 35.78 
Luxembourg 11.16 –6.98 20.89 
Mexico 1.10 –5.8 28.97 
Moldova 2.63 –8.00 11.21 
Netherlands 8.85 –8.76 51.10 
Philippines 3.37 –8.06 0.63 
Portugal 9.95 –8.35 126.24 
Romania 5.38 –9.59 19.51 
Russia 3.41 –5.29 9.36 
Slovak Republic 6.97 –8.84 51.82 
Slovenia 14.56 –8.82 68.01 
South Africa 9.61 –14.04 55.45 
Spain 17.66 –14.09 92.06 
Sweden 10.63 –5.90 31.48 
Thailand 12.46 –5.21 35.58 
Turkey 13.75 –7.88 21.10 
United Kingdom 25.72 –16.46 86.99 
United States 14.22 –18.72 101.88 
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1. INTRODUCTION 

Budgetary institutions play a fundamental role in a country’s economic 
development and prosperity. First, the efficient and effective utilisation of public 
resources, the strategic alignment of finances with a country’s priorities, and the 
maintenance of a sustainable fiscal programme all require sound budgetary 
institutions. Second, fiscal management and stabilisation policies, especially the 
adoption of counter-cyclical fiscal policies, are dependent on the quality of 
budgetary institutions. Third, budgetary institutions are also critical for ensuring 
government accountability and transparency and delivering pro-poor policies. 
According to Raudla (2014), budgetary institutions cover two aspects of 
institutional arrangements. The first is fiscal rules, which entail constraints in 
taxation, debt, and public spending, and the second is budgetary process rules, 
the procedures associated with public budgeting which outline the process that 
governs the preparation, adoption, and implementation of the budget. 

Several instances demonstrate the importance of high-quality budgetary 
institutions to key economic and development indicators. Gollwitzer (2010) 
reveals that budgetary institutional quality is associated with better fiscal 
performance – specifically, low primary budget balance. In Latin America, 
countries whose budgetary institutions rank within the top 25% (with regards to 
rigidity of fiscal rules and hierarchical and transparent procedures) achieve a 
better fiscal balance of about 2 percentage points of GDP than countries within 
the bottom 25% (File & Scanticini, 2004). Similarly, using a global sample, Piatti-
Fünfkirchen and Smets (2019) conclude that improved public finance 
management and, by extension, strengthening of budgetary institutions, reduce 
under-5 mortality by 14 deaths per 1,000 live births. 

Despite the broad consensus on the importance of budgetary institutions for 
economic performance, there is limited understanding of what makes budgetary 
institutions more viable in some countries than in others. The limited evidence 
on the determinants of the quality of budgetary institutions mostly refers to 
developed countries (Von Hagen, 2002 & Mulas-Granados, 2003 for Europe) or 
inferences that can be drawn from the larger literature on political institutions. 
Despite the remarkable heterogeneity in the quality of budgetary institutions in 
Africa (see Gollwitzer, 2010), attempts to investigate the economic and political 
factors behind this variation are limited. While the pivotal role of budgetary 
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on the determinants of the quality of budgetary institutions mostly refers to 
developed countries (Von Hagen, 2002 & Mulas-Granados, 2003 for Europe) or 
inferences that can be drawn from the larger literature on political institutions. 
Despite the remarkable heterogeneity in the quality of budgetary institutions in 
Africa (see Gollwitzer, 2010), attempts to investigate the economic and political 
factors behind this variation are limited. While the pivotal role of budgetary 

institutions in fiscal sustainability in Africa is widely established (see Dabla-
Norris, Allen, Zanna, Prakash, Kvintradze, Lledo, Yackovlev & Gollwitzer, 2010), 
studies of the causal factors behind quality budgetary institutions are scarce and 
the few that do exist rely on qualitative analysis of budgetary institutions in 
individual countries (see Department for International Development (DFID), 
2014 for Nigeria). 

This paper fills this gap by empirically investigating the economic and political 
drivers of the observed variation in the quality of budgetary institutions in Africa. 
Following the World Bank (2019), we define high-quality budgetary institutions 
as those characterized by (1) adoption of rules that specify transparent budgeting 
processes, (2) allowing for design and implementation of effective fiscal policies, 
and (3) allowing for fiscal reporting in a comprehensive and timely fashion. The 
World Bank’s Country Policy and Institution Assessment (CPIA-13) codifies 
these characteristics into a measurable indicator by ranking budgetary 
institutions across countries on a 6-point scale. Using this indicator for selected 
African countries between 2005 and 2017, we find that around 51% of these 
countries scored above 3.2, the benchmark for high-quality budgetary 
institutions. This means that across the continent there are an equal number of 
high-quality and weak budgetary institutions.  

We find that high-quality budgetary institutions are more likely to be present in 
countries with low external debt levels, higher levels of foreign aid, lower levels of 
corruption, and better accountability levels. We also find strong evidence that 
foreign aid, the control of corruption, and voice/accountability increase the 
probability of improving the quality of budgetary institutions in Africa. Overall, 
political factors have a more robust effect on budgetary institutions than 
economic factors. This concurs with the politico-institutional hypothesis that 
budgetary institutions are political instruments (Alesina & Perotti, 1995). The 
implication of this is that since the identified political factors are within the 
domain of domestic state actors, improving the quality of budgetary institutions 
depends largely on political will.  

The paper contributes to the literature in two notable areas. First, we are not 
aware of any previous quantitative study on the drivers of the quality of budgetary 
institutions in the African context. Given the recurring debt problem experienced 
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in many African countries over the years, understanding the policy menu that is 
available for strengthening budgetary institutions can result in better fiscal 
management. Second, this study relates to the emerging literature on the 
importance of institutions for economic development. For example, Acemoglu 
and Robinson (2012) argue that the creation of inclusive economic and political 
institutions is an offshoot of economic development. Given that budgetary 
institutions are central to this, the findings from this study will deepen the 
understanding of how institutions work and affect the economy.  

The remainder of the paper is structured as follows. Section 2 reviews the 
literature on the factors that are associated with the quality of budgetary 
institutions. Details on the data sources and the methodology are presented in 
section 3. The findings of the study are discussed in section 4, while section 5 
provides concluding remarks.  

2. LITERATURE REVIEW 

The literature has identified several factors that are associated with the quality of 
institutions in general and budgetary institutions in particular. One of the well-
established linkages in this regard is between the quality of budgetary institutions 
and the extent of the common pool problem in fiscal policymaking (Weingast, 
Shepsle, and Johansen, 1981; Velasco, 2000). The public budget is a common pool 
belonging to many political constituencies and this institutional structure leads 
to the different constituencies competing for budgetary resources without 
internalising the costs involved. This creates spending and deficit biases, thereby 
causing fiscal crisis. The implication is that weak budgetary institutions prevail in 
countries that are fractionalised or lacking checks and balances in the form of 
strong electoral competition, because the common pool problem is greater in 
these settings (Von Hagen, 2002). Similarly, the political structure that mitigates 
the common pool problem will positively influence the quality of budgetary 
institutions. De Renzio and Cho (2020) show that fiscal transparency and timely 
and comprehensive reporting are critical for budget credibility, and that political 
and economic factors such as democracy and income do not influence the 
credibility of budgets. Further, Heinsz (2004) suggests that the presence of checks 
and balances, which the parliamentary system offers, may improve economic 
outcomes.  
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these settings (Von Hagen, 2002). Similarly, the political structure that mitigates 
the common pool problem will positively influence the quality of budgetary 
institutions. De Renzio and Cho (2020) show that fiscal transparency and timely 
and comprehensive reporting are critical for budget credibility, and that political 
and economic factors such as democracy and income do not influence the 
credibility of budgets. Further, Heinsz (2004) suggests that the presence of checks 
and balances, which the parliamentary system offers, may improve economic 
outcomes.  

Another body of work with profound implications for the trajectory of budgetary 
institutions is the literature on the resource curse. Specifically, Sachs and Warner 
(2001) found that countries with abundant natural resources are more likely to 
have weak institutions and procyclical fiscal policy. This suggests that poor 
quality budgetary institutions will be prevalent in countries that are resource 
dependent. However, in a few resource-endowed countries in the developing 
world the presence of natural resources has promoted growth and not weakened 
their institutions. Acemoglu, Johnson, and Robinson (2003) showed that in the 
previous 35 years, Botswana, with its diamonds, had the highest per capita growth 
globally, which Cabrales and Hauk (2011) link to the presence of good quality 
institutions before the emergence of natural resources. Other manifestations of 
poor institutional quality such as lack of transparency, corruption, and limited 
voice and accountability for citizens will affect budgetary institutions directly and 
indirectly. Schick (1998) noted that corruption is a crucial factor contributing to 
the poor budget management observed in Africa and other low-income countries. 
Similarly, Alesina and Tabellini (2008) find that in developing countries the 
majority of procyclical fiscal policies – a measure of the strength of budgetary 
institutions – can be explained by high levels of corruption. Furthermore, Alt and 
Lassen (2006) find that higher transparency in the political process reduces state 
actors’ ability to be corrupt. Ngo and Nguyen (2020) reveal the need to improve 
the institutional set-up of economies to avoid high and unstable budget deficits. 
The tendency for corruption and absence of voice and accountability to reduce 
the quality of budgetary institutions reinforces the agency problem examined in 
Persson and Tabellini (2000), where politicians appropriate resources for 
personal gain at the expense of citizens.  

Furthermore, the literature on the ‘crisis hypothesis’ suggests that the likelihood 
for reform is higher during economic crises (Mahmalat, & Curran, 2018). For 
instance, recession provides an opportunity to introduce structural reforms like 
budget transparency or fiscal rules, which are unlikely during an economic boom. 
Therefore, growth trends should influence the quality of budgetary institutions. 
Gradstein (2008) supports this hypothesis, as he finds that backward economic 
development, measured by income per capita, is associated with poor 
institutional quality. Similarly, the level of debt can also induce public 
management and fiscal reforms to avert debt crisis. Ayee (2008) argues that most 
administrative and public financial management reforms in Africa result from 
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serious economic crises. This is at least the case with the introduction of the 
medium-term fiscal framework and fiscal rules in Uganda, Nigeria, and Ghana in 
response to debt crisis (World Bank, 2013; Akunyili, Katz & Duncan, 2013).  

The role of trade openness in institutional quality is inconclusive. Rodrik (2000) 
argues that the adoption of trade liberalisation policies, which in many cases 
entails the adoption of specific institutional norms, assists in improving domestic 
institutions, including budgetary institutions. Similarly, Islam and Montenegro 
(2002) find that trade openness produces better institutions because rent-seeking 
and corruption are more difficult when there is increased competition between 
agents. Do and Levchenko (2009) observe that international trade could 
contribute to the concentration of power in the hands of individuals that intend 
to establish or perpetuate bad institutions. The influence of foreign aid inflow on 
budgetary institutions is also mixed. On the positive side, foreign aid can 
introduce some form of accountability into the budgeting process in response to 
aid conditionalities from donors. Aid components going into 
institutional/technical support will have a direct positive impact on budgetary 
institutions. For example, Nigeria was able to establish a Budget Office, Debt 
Management Office, and other fiscal reforms largely due to donor support 
(Akunyili, Katz & Duncan, 2013). Similarly, in a study of 53 African countries, 
Asongu (2015) finds that there are institutional benefits from foreign aid inflows; 
however, these benefits are contingent on existing institutional levels. A few 
earlier studies including Easterly (2003) and Islam (2003) also argue that foreign 
aid improves institutional quality by allowing the government to invest in 
activities that improve the quality of bureaucracy, reduce corruption, and enforce 
the rule of law. However, there are concerns that aid dependency can weaken 
institutions. Examining the relationship between aid and institutions in sub-
Saharan Africa (SSA), Brautigam and Knack (2004) argue that large amounts of 
aid given over long time periods can weaken institutions.  

The approach of this study is to investigate both economic and political factors 
that influence the quality of budgetary institutions using various econometric 
procedures for robustness purpose. There are very few studies on the subject 
matter regarding Africa, yet weak budgetary institutions are more prevalent on 
that continent than in other regions (Dabla-Norris et al., 2010). These identified 
gaps are the motivation for this study. 
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3. DATA AND METHODOLOGY 

3.1 Measurement of budgetary institution quality 

Several indicators to measure the quality of budgetary institutions have been 
proposed in the literature. These include, but are not limited to, Public 
Expenditure and Financial Accountability (PEFA) indicators, the Open Budget 
Index by the International Budget Partnership, and the Quality of Budgetary and 
Financial Management criteria (CPIA-13) – a sub-index of the World Bank’s 
Country Policy and Institution Assessment (CPIA) indicators. This paper 
employs CPIA-13 as our measure of the quality of budgetary institutions. CPIA-
13 is an expert scoring of a country’s budgetary system on a scale of 1 (worst 
performance) to 6 (best performance). The CPIA-13 is a composite index made 
up of three components: (1) comprehensiveness and credibility of the budget and 
its link to policy priorities, (2) effectiveness of financial management systems to 
ensure that the budget is implemented in a predictable manner, and (3) timeliness 
and accuracy of accounting and fiscal reporting, including timely audit of public 
accounts. The key advantage of CPIA-13 is that it has wider coverage across both 
time and country than other indicators of budgetary institutions. This ensures 
that we have enough data points for empirical analysis. However, the CPIA-13 
score is not disaggregated along its key components, which means our analysis is 
limited to identifying the effect of specific economic and political factors on only 
the overall quality of budgetary institutions.  

Given that the CPIA-13 scores are ranked, to improve the robustness of the 
results it is important for empirical analysis to specify the benchmark in order to 
separate the countries with high-quality budgetary institutions from the others. 
Following IMF (2009), which stipulates the mean values of CPIA scores, we set 
the threshold for a high-quality budgetary institution at 3.2 and above for 
countries under the World Bank’s Poverty Reduction and Growth Facility, and 
3.1 and above for countries under the International Development Association 
(IDA). We called this approach threshold definition. The study also makes use of 
the actual score in CPIA-13 – a cluster-level analysis. To further test the 
robustness of the results we also employ a quintile definition, where quality of 
budgetary institutions is considered high if a country is above the bottom two 
quintiles of CPIA-13 scores. Quintile definition is widely used in benchmarking 
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the CPIA score, especially for computation and classification of state fragility (see 
Bertocchi & Guerzoni, 2010).  

Table 1 summarizes the CPIA-13 score between 2005 and 2017 for the 31 SSA 
countries for which the data is publicly available. The average score for SSA is 
3.19, but the score varies widely with a recorded minimum of 1.5 and maximum 
of 4.5. No country has reached the maximum score of 6, which means there is still 
enormous room for improvement even in countries deemed to have high-quality 
budgetary institutions. According to the threshold definition of quality, 203 of 
the 399 budgetary institutions (50.8%) are high-quality, and this increases to 
75.9% of the observations if quintile definition is used instead. This means that a 
significant number of countries within the bottom two quintiles score below the 
3.2 threshold. In essence, the threshold definition sets a higher benchmark for 
measuring the quality of budgetary institutions than quintile definition.  

Table 1: Summary statistics for CPIA-13 

Variable Observations Mean Standard Deviation Minimum Maximum 
Overall CPIA 399 3.1867 0.6022 1.5 4.5 
Threshold definition     
 High quality 203 3.6822 0.2748 3.5 4.5 
 Low quality 196 2.6734 0.3762 1.5 3 
Quintile definition     
 High quality 303 3.6822 0.2748 3.5 4.5 
 Low quality 96 2.3333 0.2477 1.5 2.5 
Source: Authors computation 

3.2 Methodology and Model specification 

We model the determinants of the quality of budgetary institutions as a function 
of economic and political factors using traditional panel data econometric 
specification as follows:  

, 0 , , ,i t i t i t i tqbi E Pα β ϕ ε= + + +   (1) 

where ,i tqbi  represents the measure of the quality of budgetary institutions for 
country i in period t. qbi  is measured in two ways: the actual CPIA-13 score is 
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the CPIA score, especially for computation and classification of state fragility (see 
Bertocchi & Guerzoni, 2010).  

Table 1 summarizes the CPIA-13 score between 2005 and 2017 for the 31 SSA 
countries for which the data is publicly available. The average score for SSA is 
3.19, but the score varies widely with a recorded minimum of 1.5 and maximum 
of 4.5. No country has reached the maximum score of 6, which means there is still 
enormous room for improvement even in countries deemed to have high-quality 
budgetary institutions. According to the threshold definition of quality, 203 of 
the 399 budgetary institutions (50.8%) are high-quality, and this increases to 
75.9% of the observations if quintile definition is used instead. This means that a 
significant number of countries within the bottom two quintiles score below the 
3.2 threshold. In essence, the threshold definition sets a higher benchmark for 
measuring the quality of budgetary institutions than quintile definition.  

Table 1: Summary statistics for CPIA-13 

Variable Observations Mean Standard Deviation Minimum Maximum 
Overall CPIA 399 3.1867 0.6022 1.5 4.5 
Threshold definition     
 High quality 203 3.6822 0.2748 3.5 4.5 
 Low quality 196 2.6734 0.3762 1.5 3 
Quintile definition     
 High quality 303 3.6822 0.2748 3.5 4.5 
 Low quality 96 2.3333 0.2477 1.5 2.5 
Source: Authors computation 

3.2 Methodology and Model specification 

We model the determinants of the quality of budgetary institutions as a function 
of economic and political factors using traditional panel data econometric 
specification as follows:  

, 0 , , ,i t i t i t i tqbi E Pα β ϕ ε= + + +   (1) 

where ,i tqbi  represents the measure of the quality of budgetary institutions for 
country i in period t. qbi  is measured in two ways: the actual CPIA-13 score is 

first used for cluster analysis and then as a binary dummy variable which takes a 
value of one for high-quality budgetary institution and zero otherwise in both 
threshold and quintile definitions. Different measures of budgetary institutions 
require different estimation approaches; hence, a battery of econometric 
techniques will be used to estimate Equation (1). ,i tE  represents the vector of 
economic factors, which includes the GDP growth rate, trade openness as 
measured by imports plus exports as a percentage of GDP, external debt stock, 
total GDP to account for economic size, aid as a percentage of GDP, and natural 
resource rent. ,i tP  represents the vector of political factors, including a 
fractionalisation variable to capture the degree of ethnic, linguistic, and religion 
fragmentation, level of political competition, system of government 
(parliamentary or presidential), level of corruption control, and voice and 
accountability. The link between the economic and political factors utilised in this 
study and the quality of budgetary institutions has been documented in the 
literature review section. ,i tε  represents the standard error term. Table 2 contains 
the summary statistics for and definition of all the variables. 
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Finally, we address a potential issue that could affect the validity of our results. 
The possibility of an endogeneity problem is high in our model due to reverse 
causality/simultaneity between the quality of budgetary institutions and the 
explanatory variables. For example, the quality of budgetary institutions is a 
major determinant of debt level and economic growth. To account for this, the 
study utilised the two-stage least squares (2SLS) and the two-step generalized 
method of moments (GMM) methodologies to account for endogeneity, along 
with the traditional Ordinary Least Squares estimator which is heteroskedastic 
and autocorrelation-consistent (HAC) in standard errors. The 2SLS and GMM 
estimation procedures utilise internal instruments using lags of the explanatory 
variables. According to Hayashi (2000) as revealed by Okwoche and Iheonu 
(2021), the two-step GMM has relative efficiency gains over the traditional 2SLS 
method. However, dummy explanatory variables such as system of governance 
and political competition are not instrumented. HAC standard errors are also 
employed in the 2SLS and the GMM specifications. Prior to estimating the 
regression model, the study tests for multicollinearity using a simple correlation 
matrix and cross-sectional dependence using the Pesaran (2015) procedure. 
According to Baltagi, Kao, and Peng (2016), cross sectional dependence entails 
common shocks across sectional units such that the error term in country i is 
correlated with that of country j. According to Nathaniel and Iheonu (2019), not 
accounting for cross-sectional dependence in an econometric model can lead to 
estimation bias. This study utilises the Driscoll and Kraay (1998) regression which 
accounts for cross-sectional dependence as a robustness strategy.  

The study also employs the Random Effects (RE) probit model and the Mixed 
Effects (ME) probit model to analyse the probability of improving or reducing 
the quality of budgetary institutions in Africa, which is dependent on the 
regressors in the models. According to Ekeocha and Iheonu (2020), the RE probit 
model in this study context is such that a standard normal distribution function 
for the nonlinear parameterisation at their means is imposed to ascertain the 
predicted probability of improving the quality of budgetary institutions in Africa. 
The ME probit model, however, side-steps the assumption of dealing with time-
invariant effects using the Fixed Effects or RE model and also yields robust 
estimates when analysing categorical data. Due to the nature of the data, which is 
unbalanced with a large number of cross sections and fewer time periods, the 
stationarity test is not a relevant statistical analysis. This is because the test for 
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stationarity is more consistent in macro panel data where the number of time 
periods is significantly large. This is consistent with extant literature where the 
number of cross sections is larger than the number of time periods (Iheonu & 
Ichoku, 2021; Asongu & Odhiambo, 2020; Asongu, Nnanna & Acha-Anyi, 2020). 

4. PRESENTATION AND DISCUSSION OF RESULTS 

This section begins with the correlation matrix of the variables utilised in our 
econometric models. The correlation matrix is evaluated as a simple measure of 
understanding whether multicollinearity exists in the regressions. The findings 
are such that we do not see high levels of correlation between the explanatory 
variables utilised in the models, except for the two indicators of institutional 
quality: the correlation between voice/accountability and the control of 
corruption is 0.72. This means that for unbiased estimates to be derived in the 
regressions, these variables have to be in separate models. 
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The indicators of the quality of budgetary institutions are positively correlated 
with GDP, foreign aid, system of governance, voice and accountability, and 
control of corruption. However, the indicators of the quality of budgetary 
institutions have a negative correlation with trade openness, external debt, size of 
the economy, resource rent, and the fractionalisation index. 

Table 4 shows the study test for cross-sectional dependence in the econometric 
model, utilising the Pesaran (2015) cross-sectional dependence test. Cross-
sectional dependence is present in the model at the 10% level of statistical 
significance for control of corruption and at the 5% level of statistical significance 
for voice/accountability.  

Table 4: Pesaran (2015) Cross-sectional Dependence Test 

Model Test Value Probability 
Model with Control of Corruption 1.9720* 0.07 
Model with Voice and Accountability 2.0110** 0.04 

Source: Authors computation. 
Note: ** and * represent statistical significance at 5% and 10%. 

The findings of this study are presented in Table 5 and cut across various 
econometric methods. Additional findings are revealed in the Driscoll and Kraay 
regression, which accounts for cross-sectional dependence and also HAC in 
standard errors. We find that the GDP growth rate increases the quality of 
budgetary institutions in Africa. However, the significance of the GDP growth 
rate differs across the methods utilised. While GDP growth rate significantly 
increases budget quality in Africa, accounting for endogeneity using the 2SLS and 
the GMM methodologies reveals that GDP growth rate does not significantly 
influence budget quality. The positive relationship between GDP growth rate and 
the quality of budgetary institutions is due to the fact that increased GDP 
increases fiscal space, which in turn leads to lower levels of debt and fiscal crisis. 
Furthermore, trade openness is revealed to have a negative influence on the 
quality of budgetary institutions. However, the negative impact is insignificant 
when endogeneity is accounted for. The study finds that external debt 
significantly reduces the quality of budgetary institutions in Africa. The negative 
impact of external debt on budgetary institutions is in line with the common pool 
problem due to the creation of increased spending and deficit biases. 
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the economy, resource rent, and the fractionalisation index. 

Table 4 shows the study test for cross-sectional dependence in the econometric 
model, utilising the Pesaran (2015) cross-sectional dependence test. Cross-
sectional dependence is present in the model at the 10% level of statistical 
significance for control of corruption and at the 5% level of statistical significance 
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Table 4: Pesaran (2015) Cross-sectional Dependence Test 

Model Test Value Probability 
Model with Control of Corruption 1.9720* 0.07 
Model with Voice and Accountability 2.0110** 0.04 

Source: Authors computation. 
Note: ** and * represent statistical significance at 5% and 10%. 

The findings of this study are presented in Table 5 and cut across various 
econometric methods. Additional findings are revealed in the Driscoll and Kraay 
regression, which accounts for cross-sectional dependence and also HAC in 
standard errors. We find that the GDP growth rate increases the quality of 
budgetary institutions in Africa. However, the significance of the GDP growth 
rate differs across the methods utilised. While GDP growth rate significantly 
increases budget quality in Africa, accounting for endogeneity using the 2SLS and 
the GMM methodologies reveals that GDP growth rate does not significantly 
influence budget quality. The positive relationship between GDP growth rate and 
the quality of budgetary institutions is due to the fact that increased GDP 
increases fiscal space, which in turn leads to lower levels of debt and fiscal crisis. 
Furthermore, trade openness is revealed to have a negative influence on the 
quality of budgetary institutions. However, the negative impact is insignificant 
when endogeneity is accounted for. The study finds that external debt 
significantly reduces the quality of budgetary institutions in Africa. The negative 
impact of external debt on budgetary institutions is in line with the common pool 
problem due to the creation of increased spending and deficit biases. 

Additionally, foreign aid is positively and significantly associated with improved 
budgetary institutions. One explanation as to why countries that receive large 
inflows of aid have stronger budgetary institutions is that donor countries as well 
as multilateral development banks (MDBs) have focused on strengthening the 
budgetary institutions in recipient countries in the past two decades (Dabla-
Norris et al., 2010). The result is consistent with the study of Asongu (2015). The 
findings also show that political competition, control of corruption, and 
voice/accountability significantly improve the quality of budgetary institutions, 
even after endogeneity has been considered. The finding on the corruption and 
budgetary institution nexus is in line with the findings of Schick (1998) and 
Alesina and Tabellini (2008). Alt and Lassen (2006) and Ngo and Nguyen (2020) 
have also revealed the importance of institutional quality in improving the quality 
of budgetary institutions. Improving institutional quality reduces bottlenecks and 
increases efficiency, which enhances the quality of budgetary institutions. 

The validity of the instruments in the 2SLS and GMM regressions are evaluated 
using the Sargan test. Findings reveal that the instruments utilised are valid, as 
the probability values are greater than the conventional levels of statistical 
significance. The Kleibergen-Paap rk LM statistic for weak instruments reveals 
strong evidence that the 2SLS and the GMM models are identified. 
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Table 5: Panel Data Regressions 

Variable OLS OLS 2SLS 2SLS GMM GMM 
GDP 0.0119* 

(0.087) 
0.0145** 
(0.029) 

0.0212 
(0.564) 

0.0451 
(0.238) 

0.0230 
(0.524) 

0.0039 
(0.891) 

Trade –0.0021 
(0.235) 

–
0.0042** 
(0.015) 

–0.0023 
(0.526) 

–0.0051 
(0.196) 

–0.0022 
(0.525) 

–0.0033 
(0.373) 

External Debt –
0.0055** 
(0.012) 

–
0.0055** 
(0.011) 

–
0.0096** 
(0.010) 

–
0.0090** 
(0.023) 

–
0.0096** 
(0.010) 

–
0.0106*** 
(0.004) 

Economy Size 0.0606 
(0.120) 

0.0327 
(0.379) 

0.0691 
(0.290) 

0.0356 
(0.600) 

0.0669 
(0.302) 

0.0815 
(0.197) 

Aid 3.4243*** 
(0.000) 

4.0894*** 
(0.000) 

4.4151*** 
(0.009) 

5.6279*** 
(0.001) 

4.3641*** 
(0.009) 

6.4654*** 
(0.000) 

Resource Rent 0.0005 
(0.887) 

0.0033 
(0.401) 

0.0021 
(0.751) 

0.0073 
(0.333) 

0.0021 
(0.753) 

0.0047 
(0.508) 

Fractionalisation 1.0463*** 
(0.001) 

–0.1953 
(0.445) 

0.7612** 
(0.041) 

–0.5381* 
(0.091) 

0.7650** 
(0.040) 

–0.5753* 
(0.063) 

System of Governance –0.0573 
(0.579) 

0.2877** 
(0.012) 

0.0290 
(0.937) 

0.4363 
(0.280) 

0.0295 
(0.936) 

0.2894 
(0.450) 

Political Competition 0.5076** 
(0.028) 

0.7190*** 
(0.002) 

0.5743 
(0.110) 

0.9278** 
(0.020) 

0.5874* 
(0.099) 

0.6031* 
(0.076) 

Control of Corruption 0.9307*** 
(0.000) 

 0.9396*** 
(0.000) 

 0.9401*** 
(0.000) 

 

Voice and 
Accountability 

 0.6336*** 
(0.000) 

 0.6499*** 
(0.000) 

 0.6151*** 
(0.000) 

Constant 1.3166 
(0.180 

2.3727** 
(0.010) 

1.2113 
(0.423) 

2.1860 
(0.165) 

1.2452 
(0.409) 

1.4693 
(0.333) 

Centred R2 0.6360 0.6413 0.6525 0.6150 0.6511 0.6503 
Uncentered R2 0.9848 0.9850 0.9850 0.9834 0.9850 0.9849 
F-statistic 32.95*** 

(0.0000) 
27.60*** 
(0.000) 

21.52*** 
(0.000) 

21.08*** 
(0.000) 

21.55*** 
(0.0000) 

21.99*** 
(0.0000) 

Kleibergen-Paap (KP) 
LM statistic 

  9.547*** 
(0.0085) 

9.468*** 
(0.0088) 

9.547*** 
(0.0085) 

13.990*** 
(0.0029) 

Sargan statistic   0.103 
(0.7479) 

0.210 
(0.6471) 

0.103 
(0.7479) 

3.348 
(0.1875) 

Observations 226 226 171 171 171 171 
Source: Authors computation. Note: ***, **, and * denote statistical significance at 1%, 5%, and 10% 
respectively. Results are HAC in standard errors. 
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LM statistic 
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Table 6: Driscoll and Kraay Regression 

Variable Driscoll and Kraay (1) Driscoll and Kraay (2) 
GDP 0.0291* 

(0.095) 
0.0380*** 

(0.001) 
Trade –0.0019 

(0.115) 
–0.0033*** 

(0.000) 
External Debt –0.0072*** 

(0.003) 
–0.0072*** 

(0.000) 
Economy Size 0.0640*** 

(0.001) 
0.0470*** 

(0.003) 
Aid 4.8730*** 

(0.000) 
5.7007*** 

(0.000) 
Resource Rent –0.0002 

(0.940) 
0.0010 
(0.564) 

Fractionalisation 1.0292*** 
(0.000) 

–0.1751 
(0.338) 

System of Governance 0.0145 
(0.866) 

0.3121*** 
(0.000) 

Political Competition 0.5044*** 
(0.000) 

0.6903*** 
(0.000) 

Control of Corruption 0.9259*** 
(0.000) 

 

Voice and Accountability  0.6147*** 
(0.000) 

Constant 1.0555** 
(0.034) 

1.7747*** 
(0.002) 

R2 0.6711 0.6731 
F-statistic 25145.66*** 

(0.0000) 
752.75*** 
(0.0000) 

Observations 199 199 
Source: Authors computation. Note: ***, **, and * represents statistical significance at 1%, 5%, and 
10% respectively. Probability values are in parenthesis. 

In Table 6, cross-sectional dependence is accounted for using the Driscoll and 
Kraay (1998) regression. The regressors in the models are instrumented using 
their first lags to account for endogeneity, except for the system of governance 
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and political competition variables. The findings are similar to those in the 
previous table, except that this time we have a larger number of significant 
variables. Consistent with the results in Table 5, external debt, foreign aid, control 
of corruption, and voice/accountability all significantly influence the quality of 
budgetary institutions in Africa. We also find that the influence of political 
competition on budget quality is sensitive to the measure of institutional quality 
utilised. 

The study uses the marginal effect of the Probit RE and ME models and the 
threshold approach to the CPIA to capture the probability that the quality of 
budgetary institutions in Africa has improved. The first lags of the regressors in 
the models are used as instruments in the original regression to account for 
possible endogeneity. However, system of governance and political competition 
are not instrumented due to the binary nature of the variables. Table 7 shows that 
trade openness reduces the probability that the quality of budgetary institutions 
in Africa has improved. The results also show that control of corruption, 
voice/accountability, and foreign aid increase the probability of improved 
budgetary institutions in Africa. However, the study did not find that external 
debt, economy size, or resource rent had any significant influence on the 
probability of improving budgetary institution quality. African countries with a 
parliamentary system of governance have a higher probability of improving 
budgetary institutions than those with a presidential system. This finding is in 
line with Heinsz (2004). This is significantly true when voice/accountability is the 
indicator of institutional quality rather than control of corruption. 
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Table 7: Marginal Effect of Probit Regressions (Threshold Approach) CPIA 
>3.2 or 3.1 

Variable Probit RE 
Model 

Probit RE 
Model 

Probit ME 
Model 

Probit ME 
Model 

GDP –0.0045 
(0.584) 

–0.0087 
(0.254) 

0.0041 
(0.683) 

0.0048 
(0.571) 

Trade –0.0053*** 
(0.005) 

–0.0061*** 
(0.001) 

–0.0036** 
(0.040) 

–0.0042*** 
(0.007) 

External Debt –0.0005 
(0.768) 

–0.0015 
(0.312) 

–0.0012 
(0.437) 

–0.0013 
(0.389) 

Economy Size –0.0068 
(0.895) 

–0.0192 
(0.693) 

0.0154 
(0.640) 

–0.0182 
(0.543) 

Aid 0.1156 
(0.155) 

0.1599** 
(0.025) 

0.1967*** 
(0.007) 

0.1690*** 
(0.006) 

Resource Rent –0.0005 
(0.936) 

0.0022 
(0.741) 

–0.0035 
(0.477) 

0.0028 
(0.498) 

Fractionalisation 0.3161 
(0.529) 

–0.2707 
(0.469) 

0.6236** 
(0.025) 

–0.0694 
(0.737) 

System of 
Governance 

0.1840 
(0.478) 

0.4017* 
(0.055) 

0.1947 
(0.343) 

0.3273** 
(0.041) 

Political 
Competition 

0.0447 
(0.829) 

0.1517 
(0.456) 

0.3951** 
(0.029) 

0.4744*** 
(0.002) 

Control of 
Corruption 

0.5495*** 
(0.000) 

 0.5639*** 
(0.000) 

 

Voice and 
Accountability 

 0.3589*** 
(0.000) 

 0.3846*** 
(0.000) 

Number of 
Observations 

199 199 199 199 

Log likelihood –44.7054 –44.8854 –73.2284 –62.4441 
Source: Authors computation. Note: ***, **, and * denote statistical significance at 1%, 5%, and 10% 
respectively. Probability values are in parenthesis. 

Table 8 shows the marginal effect results using the quintile definition of the CPIA 
score. This analysis is used as a robustness check for the threshold approach. The 
signs of the coefficient across the models and estimation technique are similar. 
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The results show that trade openness, external debt, and resource rent have a 
negative influence on the quality of budgetary institutions in Africa.  

Table 8: Marginal Effect of Probit Regressions (Quintile Approach) CPIA>3 

Variable RE Probit 
Model 

RE Probit 
Model 

ME Probit 
Model 

ME Probit 
Model 

GDP 0.0068 
(0.343) 

0.0012 
(0.799) 

0.0117* 
(0.056) 

0.0011 
(0.792) 

Trade –0.0004 
(0.701) 

–0.0008 
(0.397) 

–0.0004 
(0.593) 

–0.0008 
(0.257) 

External Debt –0.0011 
(0.282) 

–0.0018 
(0.301) 

–0.0013 
(0.133) 

–0.0018** 
(0.016) 

Economy Size 0.0488** 
(0.044) 

0.0209 
(0.239) 

0.0458*** 
(0.003) 

0.0209* 
(0.089) 

Aid 0.1703*** 
(0.001) 

0.2008* 
(0.081) 

0.1926*** 
(0.000) 

0.2008*** 
(0.000) 

Resource Rent –0.0038 
(0.267) 

–0.0008 
(0.699) 

–0.0039 
(0.126) 

–0.0008 
(0.676) 

Fractionalisation 0.8524** 
(0.010) 

0.3702 
(0.261) 

0.9077*** 
(0.000) 

0.3702*** 
(0.002) 

System of 
Governance 

– – – – 

Political 
Competition 

0.0885 
(0.690) 

0.4749 
(0.304) 

0.2579* 
(0.065) 

0.4750*** 
(0.000) 

Control of 
Corruption 

0.5450*** 
(0.000) 

 0.5502*** 
(0.000) 

 

Voice and 
Accountability 

 0.4086*** 
(0.000) 

 0.4087*** 
(0.000) 

Number of 
Observations 

193 193 193 193 

Log likelihood –23.4578 –15.8165 –26.3008 –15.8165 
Source: Authors computation. Note: ***, **, and * denote statistical significance at 1%, 5%, and 10% 
respectively. Probability values are in parenthesis. 

It is further revealed that GDP growth rate, size of the economy, foreign aid, 
fractionalisation index, control of corruption, and voice/accountability all have a 
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It is further revealed that GDP growth rate, size of the economy, foreign aid, 
fractionalisation index, control of corruption, and voice/accountability all have a 

positive influence on the quality of budgetary institutions in Africa. The result 
from the quintile approach is consistent with the findings of the threshold 
approach in terms of the relationship between trade openness, external debt, 
foreign aid, political competition, control of corruption, and 
voice/accountability. Low levels of corruption in general, and the design and 
implementation of the budget through budget transparency and opportunities for 
citizen participation, are likely to ensure that budgets are credible, and that 
proposed and actual spending align. 

Comparing the results across all three measures of budgetary institutions (actual 
CPIA-13 score, the threshold definition, and the quintile definition), certain 
factors consistently play a role: the level of exposure to foreign aid, political 
competition, extent of control of corruption, and voice and accountability. This 
points to crucial policy windows for improving budgetary institutions in Africa. 
For instance, curbing corruption by streamlining the process of budget design, 
approval, and implementation, sanctioning the use of public funds for private 
gain, and encouraging open and continuous exchanges between key stakeholders 
will improve budget use. Additionally, the finding that development assistance to 
African countries is associated with improvements in budgetary institutions 
underscores a possible role for external actors. 

5. CONCLUSION 

This study examines the economic and political factors that influence the quality 
of budgetary institutions in Africa. Drawing on various econometric analyses, we 
found the most important factors to be control of corruption, level of voice and 
accountability, political competitiveness, and exposure to foreign aid. This means 
political factors play a more crucial role in the viability of budgetary institutions 
than economic factors. This is unsurprising, given the role budgetary institutions 
play in policy formulation and as an instrument for political settlement. The study 
acknowledges that due to the complex nature of governance, particularly in 
Africa, high levels of political will are required for budgetary quality to be 
improved. 

These findings suggest both opportunities and challenges for improving the 
quality of budgetary institutions in Africa. Optimistically, political variables are 
largely within the purview and control of state actors and citizens, which means 
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achieving quality budgetary institutions relies on the political will of these actors. 
As Adeniran (2017) observes, effective fiscal reform depends on the preferences 
of the budget actors. This means achieving high-quality budgetary institutions 
will require alignment of interests and preferences across multiple actors. 
However, ensuring alignment of these disparate interests could be difficult, 
especially if the status quo represents a socio-political equilibrium that serves 
other social objectives. For example, extant institutions might be linked to a social 
coherence that changes might upend. Building viable and quality budgetary 
institutions therefore resonate with the larger discourse on the nexus between 
political will and governance and public sector reform in Africa.  
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APPENDIX 

Table 1A: Variable description and data sources 

Variable Description Source 
External debt 
stock 

Total external debt to GDP World Bank (Fiscal Space 
Database) 

GDP Real GDP  World Bank (World 
Development Indicator) 

GDP growth Real GDP growth World Bank (World 
Development Indicator) 

Trade  Imports plus exports as % of GDP World Bank (World 
Development Indicator) 

Aid Development assistance and 
official aid received as % of GDP 

World Bank (World 
Development Indicator) 

Natural resources 
rents 

Total natural resources rents (% 
of GDP) 

World Bank (World 
Development Indicator) 

Fractionalisation Average of ethnic, linguistic, and 
religious fractionalisation, taken 
from Alesina and Ferrara (2005) 

Alesina and Ferrara 
(2005) 

System of 
governance 

0=Presidential; 1=Parliamentary World Bank (Database on 
Political Institution) 

Political 
competition 

Share of the vote of the ruling 
party (the variable takes 1 for 
non-democratic states) 

World Bank (Database on 
Political Institution) 

Voice and 
accountability 

Country score in World Bank’s  
Voice & Accountability Index 

World Bank (World 
Governance Index) 

Control of 
corruption 

Country score in World Bank’s 
Corruption Index  

World Bank (World 
Governance Index) 

Source: Authors compilation. 
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Table 2A: List of Countries. 

Angola Chad Ghana Mozambique Sierra Leone 

Benin 
Congo, Democratic 
Republic Kenya Niger Sudan 

Burkina Faso Congo Lesotho Nigeria Tanzania 
Cameroon Cote d’Ivoire Madagascar Rwanda Togo 

Cape Verde Ethiopia Malawi 
Sao Tome 
and Principe Uganda 

Central African 
Republic Gambia Mali Senegal Zambia 
 Zimbabwe        
Source: Authors compilation. 
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1. INTRODUCTION 

Although the relationship between government size and economic growth has 
long been discussed in economic and public finance literature, there is still no 
consensus on whether there is a significant relationship between these variables. 
In addition, those that argue that there is a relationship have different approaches 
to determining whether this relationship is linear, non-linear, positive, or 
negative. The BARS curve (after the initials of its originators Barro, Armey, Rahn, 
and Scully) is one of these approaches. 

The BARS curve can be briefly defined as showing that increases in government 
expenditure will increase economic growth up to a certain point but will tend to 
decrease growth after that point. This issue has attracted great interest in both 
academic and policymaking circles due to its importance in terms of public 
policy, resource allocation, and deciding the composition of expenditures. The 
many studies on this subject have yielded different results, mainly due to a lack of 
consensus regarding the variable(s) used as proxies for government size.  

Choosing an appropriate proxy measure for government size is critically 
important for accurately estimating the growth-maximizing government size. To 
obtain reliable results the main criterion for selecting a proxy measure or 
measures would be a rational assessment of the specific characteristics of a 
country. If the proxy for government size is not chosen correctly the results will 
be misleading, and the policy recommendations will not result in economic 
growth. Therefore, both the estimation of the growth-maximizing government 
size and the proxy measure of the government size chosen for this estimation have 
been the subject of intense discussion in the literature. In contrast to many 
previous studies that consider a single proxy measure, this study uses all the main 
indicators of government size whose data can be accessed, as well as their sub-
components.  

Accurate determination of the relationship between government size and 
economic growth is a very important issue in terms of rational task sharing 
between public and private sector. As there is a shortage of resources in 
developing countries it is especially important to use existing resources 
effectively. It is more difficult for developing countries to recover from incorrectly 
allotted expenditures than it is for developed countries. Estimating the optimal 
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between public and private sector. As there is a shortage of resources in 
developing countries it is especially important to use existing resources 
effectively. It is more difficult for developing countries to recover from incorrectly 
allotted expenditures than it is for developed countries. Estimating the optimal 

size of government to maximize growth is crucial for both task-sharing between 
public and private sectors and for effective public policymaking in relation to 
public expenditure and taxes. This paper contributes to the discussion by 
estimating the optimal government size for a developing country, Turkey, using 
11 alternative proxy measures and comparing the obtained values with current 
values.  

The remainder of the paper proceeds as follows. Section 2 provides the theoretical 
background and section 3 reviews the relevant literature. Section 4 describes the 
data set, methodology, and models. Section 5 presents and explains the results 
obtained, while Section 6 presents a robustness check of the results. Section 7 
concludes. 

2. THEORETICAL DISCUSSIONS ON THE BARS CURVE 

The linkage between government size and economic growth is controversial. As 
the size of a government increases, more resources are allocated to the public 
sector. The government becomes the most powerful economic agent in an 
economy and very important for growth (Sala-i-Martin, 2002: 70). Three main 
mechanisms show that the positive effects of increased government size on 
economic growth gradually diminish and eventually become negative (Gwartney 
et al., 1998: 3).  

Raising taxes and/or borrowing to finance increased government expenditure 
hurts the economy. As taxes increase the private sector’s motivation to invest and 
increase productivity decreases. Thus, as resources are shifted from the private to 
the public sector, even if the efficiency of government expenditure is not 
diminished the disincentive effects of taxation and the crowding-out effect of 
domestic borrowing will harm economic growth. 

As the public sector becomes larger than the private sector the diminishing 
returns law becomes more important. When the public sector is working properly 
it is expected to provide an infrastructure for the productive functioning of the 
private sector that includes protecting property rights, ensuring an impartial legal 
system, developing a stable monetary framework, and ensuring national defence, 
thus increasing economic growth. However, if the public sector passes its optimal 
growth point, government expenditure will be directed towards increasingly less 
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productive activities, resulting in diminishing returns and slowing economic 
growth.  

The public sector is much less dynamic than the private sector and changes in the 
public sector take place much more slowly. Compared to the private sector, the 
time required to identify problems and to adapt to changing conditions and new 
knowledge and technologies is longer. This means missing opportunities for 
better and more efficient production. Therefore, an increase in the size of the 
government slows down economic growth after a threshold point. 

Barro’s (1990) influential paper explains the impact of government size on growth 
through the public policy model, a specification of endogenous growth models. 
According to Barro (1990), who accepts public policies as an input of production, 
government expenditure financed by taxes has a positive impact on economic 
growth up to a certain point of efficiency. However, after this effect exceeds the 
optimal level it starts to show negative effects on growth and leads to an inverse 
U-shaped association between government size and economic growth. The curve 
corresponding to this process is called the Barro curve and determines optimal 
government size. Armey (1995) also studied the relationship between 
government size and economic growth. The Armey curve is an inverse U-shaped 
non-linear curve that reveals the optimal government size by developing a 
quadratic function.  

Several studies, including Barro (1990), King and Rebelo (1990), Jones et al. 
(1993), and Devarajan et al. (1996), developed endogenous growth models that 
incorporate fiscal policy instruments (i.e., taxes and government expenditure), 
assuming that such public sector policies are among of the drivers of economic 
growth. Barro (1990) was the most influential study on the relationship between 
government size and growth within the endogenous growth model framework 
and inspired many researchers.  Armey (1995) reiterates the existence of an 
inverse U-shape, corresponding to a non-linear linkage between government size 
and growth. This non-linear linkage or ‘Armey curve’ shows that increased 
government expenditure will increase economic growth to a certain level, beyond 
which it will tend to lower growth. Growth-enhancing/productive government 
expenditure increases to a level which Armey determines as the optimal 
government size for maximizing growth. Increased government expenditure after 
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this level will lead to the law of diminishing returns and have negative 
consequences for economic growth.  

Following Armey (1995), empirical studies by Rahn and Fox (1996) and Scully 
(1998, 2003) further advanced the literature on the relationship between 
government size and economic growth, and the curve became known the BARS 
curve, taking the initial letters of the surnames of Barro, Armey, Rahn, and Scully. 
The horizontal axis of this curve represents the government-expenditure-to-GDP 
ratio or government size indicator, while the vertical axis represents the real GDP 
growth rate. The BARS curve estimates the optimal government size to maximize 
economic growth and thus determines the share of the public and private sectors 
in a national economy and the rational policies to reach this share. 

3. EMPIRICAL LITERATURE ON THE BARS CURVE 

The determination of government size is a global issue. The relationship between 
government size and economic growth is important for determining countries’ 
macroeconomic policies. Although a vast number of empirical studies exist, there 
is no consensus on the effect of government size on growth.  

The empirical literature includes single-country studies that explore the optimal 
government size for developing countries. Rezk (2005) explores the growth-
maximizing level of government size for Argentina for the period 1993−2003 and 
finds the optimal level of government expenditure to be as high as 30% of GDP. 
Herath (2009) analyses the optimal government size for Sri Lanka for the period 
1959−2003 and estimates it as 27% of GDP. Abounoori and Nademi (2010) 
investigate the optimal government size for Iran during the period 1956−2006 
and find it to be 34.7%. Alimi (2014) researches the optimal government size in 
Nigeria for the period 1970–2012 and concludes that it should be 19.81%. Using 
quarterly data for Brazil from 2000:1 to 2013:3, a more recent study by de 
Mendonça and Cacicedo (2015) applies the OLS and generalized method of 
moments (GMM) tests to Brazil for the period 2000−2013 and concludes that an 
increase in government size contributes positively to growth and that the optimal 
size for the Brazilian government is roughly 22% of GDP. A study by Şen and 
Kaya (2019) on Turkey estimates the optimal government size using 14 different 
proxy measures for the period 2006:1−2016:2. They show that the optimal 
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government size varies with the proxy measure used. El Husseiny (2019) 
examines the optimal government size for Egypt over the period 1981–2015 and 
finds that the value should be between 30.5% and 31.2% of GDP. 

Other empirical single-country studies examine the optimal government size for 
developed countries. Grossman (1987) explores the optimal government size for 
the USA during the period 1929−1982 and concludes that it is around 19% of 
GDP. Peden (1991) analyses the growth-maximizing level of government size for 
the same country for the 1929−1986 period and finds it to be in the range of 
17%−20% of GNP. Scully (1994) asserts that it should be between 21.5% and 
22.9% of GNP for the USA. Likewise, Gwartney et al. (1998) explore the growth-
maximizing level of government size for the USA during the 1960−1990 period 
and conclude that it is lower than 20% of GDP.  

Chao and Grubel (1998) examine the growth-maximizing government size for 
Canada for the 1929−1996 period and find it to equal about 34% of national 
income. Vedder and Gallaway (1998) analyse the growth-maximizing 
government size for the USA during the period 1947−1997 and find it to be 
28.87% of GDP. A study by Mittnik and Neumann (2003) examines the optimal 
government size for West Germany for the period 1968−1994 and concludes that 
it should be 20% of GDP. Mavrov (2007) examines the optimal government size 
for Bulgaria for the 1990−2004 period and concludes that it should be 21.4%. 
Scully (2008) explores the growth-maximizing level of government size for the 
USA during the 1960−1990 period and concludes that the ratio should be 19.3% 
of GDP. For France, Facchini and Melki (2013) analyse the growth-maximizing 
government size for the period 1896−2008 and estimate it to be around 30% of 
GDP. Magazzino (2014) and Forte and Magazzino (2016) analyse the relationship 
between government size and economic growth in Italy using a very long-term 
data set from 1861 to 2008 and find a non-linear relationship between the two. Di 
Liddo et al. (2018) investigate the relationship between government size, 
decentralization, and economic growth using a panel dataset for 20 Italian regions 
over the period 1996−2009 and find that the optimal government size is around 
52%. A more recent study by Forte and Magazzino (2018) examines the optimal 
government size for Italy for the period 1961−2011 and report this value to be 
20.6% of GDP. Makin et al. (2019) use data from 1970:1 to 2017:3 for Australia to 
investigate optimal government size and conclude that it should be 31%. 
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52%. A more recent study by Forte and Magazzino (2018) examines the optimal 
government size for Italy for the period 1961−2011 and report this value to be 
20.6% of GDP. Makin et al. (2019) use data from 1970:1 to 2017:3 for Australia to 
investigate optimal government size and conclude that it should be 31%. 

Other studies estimate the optimal government size in multiple countries. Karras 
(1996) examines the optimal government size for 118 countries over the period 
1960−1985 and finds it be 23% of GDP. Karras (1997) studies the growth-
maximizing level of government size for 20 European countries over the 
1950−1990 period and finds it to be roughly 16% of GDP (+/–3%). Afonso et al. 
(2003) investigate the optimal government size for 23 OECD countries for the 
period 1990−2000 and conclude it should be 35%. Pevcin (2004) analyse the 
growth-maximizing level of government size for 12 European countries during 
the period 1950−1996 and finds that it to be between approximately 36% and 42% 
of GDP. Günalp and Dinçer (2005) research the growth-maximizing level of 
government size for 20 transition countries during the period 1990−2000 and 
estimate it to be 17.3% (+/–3%). Chobanov and Mladenova (2009) explore the 
optimal government size for 28 EU countries during the period 1970−2009 and 
conclude that it should be 25%. Forte and Magazzino (2011) explore the optimal 
government size for 27 EU countries during the 1970−2009 period and find that 
it should be between 35.39% and 43.50%. Christie (2014) examines the optimal 
government size for 136 countries for the 1971−2005 period and concludes that 
it should be 35% of GDP. Hok et al. (2014) explored the optimal government size 
for 8 Asian countries for the period 1995−2011 and conclude that it should be 
28.50% of GDP. A more recent study by Amgain (2017) scrutinizes the optimal 
government size for 32 Asian countries over the period 1991–2012 and finds this 
value to be 18%. 

Studies by Asimakopoulos and Karavias (2016) and Kim et al. (2018) show that 
the effect of government size on economic growth varies according to the group 
of countries examined. Asimakopoulos and Karavias (2016) implement three 
different econometrical methods – non-linear panel, GMM, and dynamic panel 
threshold estimation – for 129 developing and developed countries for the period 
1980−2009. They observe that for developing countries the negative impact on 
economic growth is more pronounced in governments above optimal size than 
in those below the optimal size, and that the optimal government size is different 
for developing and developed countries: 19.12% of GDP for developing countries, 
17.96% for developed countries, and 18.04% for the total of studied countries. 
Kim et al. (2018) examine the positive and negative effects of government size on 
economic growth for different threshold levels in multiple developing and 
developed countries. Using panel smooth transition regression (PSTR) to study 
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government size in 47 developing and developed countries during 1984−2012, 
they conclude that good governance supports government size, increases 
productivity, and produces economic growth; while larger government supports 
governance, increases productivity, and hence ensures economic growth. 
However, government size becomes detrimental to growth above a threshold 
level of government size.  

4. DATA, MODEL, AND METHODOLOGY 

4.1. Data  

This paper uses annual time series data for Turkey spanning 1974 to 2016, which 
corresponds to 43 observations and is the largest timespan available. The 
expenditure variables used are based on the functional classification of 
government expenditure, thus allowing us to analyse and assess government 
expenditures according to their function. All variables are expressed as a 
percentage of GDP. Central government data are used throughout the study. The 
definitions of the variables and the data sources are presented in Table 1. 

Descriptive statistics of the main variables are presented in Table A1 in the 
Appendix. Visual representations of the series are presented in Figure 1, and the 
justification of the variables is reported in Section 4.2. 
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expenditure variables used are based on the functional classification of 
government expenditure, thus allowing us to analyse and assess government 
expenditures according to their function. All variables are expressed as a 
percentage of GDP. Central government data are used throughout the study. The 
definitions of the variables and the data sources are presented in Table 1. 

Descriptive statistics of the main variables are presented in Table A1 in the 
Appendix. Visual representations of the series are presented in Figure 1, and the 
justification of the variables is reported in Section 4.2. 

  

Table 1: Definition of variables and data source 

Variable Abbrev. Definition Data Source 
Dependent 
Variable 

RGdpG Annual Percentage Change in real 
GDP over the previous year * 
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ECenGov Budget Expenditures** General Directorate 
of Budget and Fiscal 
Control (GDBF) 

EE Education Expenditures** GDBF 
HE Health Expenditures** GDBF 
EHE Total Health and Education 

Expenditures** 
GDBF 

DE Defence Expenditures** GDBF 
CE Final Consumption Expenditures World Bank (WB) 
IE Investment Expenditures GDBF 
CIE Total and Real Expenditures** WB, GDBF 
RCenGov Budget Revenues GDBF 
RDirT Direct Tax Revenues GDBF 
RIndT Indirect Tax Revenues GDBF 

C
on

tr
ol

 V
ar

ia
bl

es
 

DCPS Domestic Credit to Private Sector as 
a percentage of GDP is a proxy for 
financial sector development 

WB 

INF Inflation Rate 
Change in consumer price index 
(CPI, %) 

WB 

FDI Foreign Direct Investment (Inflows) 
GDP (%) 

WB 

EMP Employment Participation Rate (%) 
(15+) 

Bulutay (1995), 
OECD 

CD Crisis dummy for economic crises in 
the years 1980, 1994, 1999, 2001, 
2009. 

 

* http://www.sbb.gov.tr/ekonomik-veriler/#1540461995857-3570233a-09e6 
** Data for 1974–1983 is calculated by the author using Realizations of Government Expenditures 
and Revenues (1924–1995), Revised 2nd Edition. Data for 1983–2016 is taken from annual budget 
justifications. 
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Figure 1: Visual representation of the series from 1974 to 2016 
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Figure 1: Visual representation of the series from 1974 to 2016 

 

Figure 1 shows that RGdpG is affected negatively and faced sharp declines 
particularly in the pre-1994 crisis period, 1999 bottleneck, 2001 crisis, and 
2008/09 global crisis. ECenGov has an increasing trend about until 2002, and is 
especially negatively affected by the 2001 crisis. It also has an increasing trend 
from 2005 to 2009 and is negatively influenced by the 2008/09 global crisis. The 
CIE decreased from the early 1980s to the early 1990s due to liberal policies, after 
which, except for the crisis years, it shows an increasing trend in general terms. 
EHE has a mostly increasing trend, but is especially negatively affected by the 
1994, 2001, and 2008 crises. DE decreased from the 1980s to the beginning of the 
1990s with participation in the NATO alliance and the commencement of 
military aid. From the 1990s to the 2000s it has an increasing trend due to the 
increase in terror incidents, but after 2002 it tends to decrease again. RCenGov 
starts to increase from 1985 due to the implementation of Value Added Tax 
(VAT) and peaks with the contribution of privatisation revenues in 2005, but 
after 2005 it decreases until 2008. RDirT, the share of direct taxes, decreased with 
the effect of liberalisation after 1980. RIndT started to increase from the 
beginning of 1990 due to the introduction of VAT, like RCenGov.  

4.2. Model  

The control variables are (1) inflation rate (INF), (2) domestic credit to private 
sector (DCPS), (3) foreign direct investment (FDI), (4) employment participation 
rate (EMP), and (5) a dummy variable for the economic and political crisis. To 
eliminate possible seasonality problems in prices, INF refers to annual changes in 
the consumer price index over the previous year. Empirical studies in the 
literature have produced mixed results regarding the linkage between inflation 
and growth. Barro (1996), Andres and Hernando (1999), and Gillman and Harris 
(2010) find a negative effect of inflation on growth, while Kormendi and Meguire 
(1985) and Mallik and Chowdhury (2001) report the opposite result in the long 
run. Considering these studies, we posit that the link between inflation and 
growth may be positive or negative. 

The second variable is domestic credit to the private sector (DCPS), which is 
widely accepted as a proxy for financial sector development. DCPS plays a very 
important role in increasing investment and employment in an economy, not 
only providing efficiency and productivity but also enhancing economic growth 
(Begum and Aziz, 2019). Bencivenga et al. (1996) conclude that the development 
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of the financial sector through increased liquidity positively affects economic 
growth. On the other hand, it has been argued that financial sector development 
is negatively related to economic growth. For example, Olowofeso et al. (2015: 
p.82) point out that “the efficient provisioning of credit has a positive and 
significant effect on output and employment opportunities, while a low level of 
financial development and its attendant inefficient private sector credit system 
distorts economic growth”. In this paper the expected sign of financial sector 
development is negative, since Turkey is a developing country with an 
insufficiently developed and illiquid financial market and there are limited 
opportunities for it to significantly impact economic growth. 

The third control variable is foreign direct investment (FDI). The literature on 
the FDI–growth nexus has yielded mixed results. Borensztein et al. (1998) find 
that FDI is a significant mechanism for the transfer of technology and its 
contribution to economic growth is more positive than domestic investment. On 
the other hand, there are some situations in which FDI may adversely affect the 
host country’s economy. The high competitiveness of the investing country can 
adversely affect companies in the host country and reduce their market share 
(Kahveci and Terzi, 2017). However, when assessing the impact of FDI on growth 
the type of investment should be taken into account. FDI can be realised as new 
investment, acquisitions, or mergers. If FDI is realised as an acquisition or merger 
it is expected that the investment will create a new production area and will have 
a positive effect on growth. Hence, there is no agreed consensus on the sign of 
this variable: FDI can enter the model with a positive or negative sign. 

Our fourth control variable is the employment participation rate (EMP). Only a 
few studies in the literature examine the association between employment and 
economic growth, and they show mixed results. Saget (2000) finds mixed results 
for different countries: the relationship between employment and economic 
growth has a positive effect on economic growth in Hungary, Poland, the Czech 
Republic, Slovakia, and Russia, a negative impact in Romania, and no effect in 
Bulgaria and Ukraine. Yam et al. (2002) find the relationship to be positive, 
whereas Abdullah et al. (2011) find no significant link between the variables. 
Thus, there is no consensus about the sign of the employment participation rate 
variable.  
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economic growth, and they show mixed results. Saget (2000) finds mixed results 
for different countries: the relationship between employment and economic 
growth has a positive effect on economic growth in Hungary, Poland, the Czech 
Republic, Slovakia, and Russia, a negative impact in Romania, and no effect in 
Bulgaria and Ukraine. Yam et al. (2002) find the relationship to be positive, 
whereas Abdullah et al. (2011) find no significant link between the variables. 
Thus, there is no consensus about the sign of the employment participation rate 
variable.  

Our fifth control variable is the crisis dummy. This dummy variable posits the 
years with negative economic growth as crisis years. The crisis years for the 
Turkish economy are 1980, 1994, 1999, 2001, and 2009. This dummy variable 
removes the effect of the crisis from the effect of government size on growth. 
Thus, the expected sign of the crisis dummy in this paper is negative.  

Our sixth and main variable is government size. In the literature there are 
different proxy measures for government size. However, the ratio of government 
expenditure to GDP is the most commonly used proxy measure.  

The first eight models (Model 1 through Model 8 that are presented in below) are 
based on the government expenditures while further three models (Model 9 
through Model 11) are based on government revenues. 

RGdpG= f (INF, DCPS, FDI, EMP, CD, EcenGov, EcenGov2)  (1) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, EE, EE2)  (2) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, HE, HE2)  (3) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, EHE, EHE2)  (4) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, DE, DE2)  (5) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, CE, CE2)  (6) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, IE, IE2)  (7) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, CIE, CIE2)  (8) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, RCenGov, RCenGov2)  (9) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, RdirT, RdirT2)  (10) 

RGdpG= f (INF, DCPS, FDI, EMP, CD, RindT, RindT2) (11) 
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4.3. Methodology 

To research the presence of a possible long-run linkage between government size 
and growth, first, the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller 
1979) and Phillips-Perron (PP) test (Phillips and Perron 1988) are used to 
determine the appropriate estimation technique. These unit root tests are used to 
scrutinize the stationarity properties of the level and first difference of the 
variables. Second, the cointegration relationship between the variables is 
estimated using the ARDL bounds test (Pesaran et al., 2001). 

5. EMPIRICAL FINDINGS 

5.1. Unit root test results 

The ADF and the PP unit root tests were applied to empirically examine the 
stationarity of all the variables. The ADF and the PP tests of the null hypothesis 
of non-stationarity are tested against the alternative of stationarity. The results of 
the tests are represented in Tables 2 and 3. ECenGov, EHE, EE, HE, DE, CIE, CE, 
IE, RCenGov, RdirT, RindT are stationary at the first difference I(1) for both 
models. However, RGdpG is stationary at level I(0) for both models, FDI is 
stationary at level I(0) for the constant and trend model, and RdirT is stationary 
at level I(0) for the constant model. Thus, the results show that the series are 
stationary at different orders. Because the variables have different integration 
orders and there is no I(2) data, we can safely use the ARDL bounds test. 
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5.2. ARDL bounds test results 

In the previous subsection, two unit root tests were implemented on both the level 
and the first differenced forms to capture the appropriate econometric method 
for estimation. The test results show a group of time series, some I(0), others I(1), 
but no I(2). The next step investigates the existence of a cointegration relationship 
among the variables using the bounds test approach (Pesaran et al. 2001). The 
presence of an inverse U-shaped association between the size of government and 
growth was estimated using the quadratic equation method, regressing the real 
GDP growth rate on the size of government and the government size squared. 
Baseline regressions were performed following Vedder and Gallaway (1998), 
Chao and Grubel (1998), Pevcin (2004), and El Husseiny (2019). The subsequent 
specification was tested for Turkey over the period 1974–2016. If the squared 
coefficient on the proxy measure for government size is negative and statistically 
significant, it means that economic growth initially increases and eventually 
decreases with the rise in government size. The growth-maximizing government 
size can be formulated as follows: 

Govsize 15
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where Δ symbolizes the first difference, 0  β defines the intercept component, βs 
indicates the coefficients of variables, and μ  is the error term or white noise 
residuals. The ARDL model estimates Equations (1) through (11) to get the 
optimal lag order for each variable. The subsequent hypotheses should be tested 
to decide determine the presence of cointegration among variables. The null 
hypothesis of no cointegration is as follows (Pesaran et al., 2001):  

Testing the validity of the BARS curve for Turkey

173



0H : 

 9

10

11

12

13

14

15

16

β
β
β
β
β
β
β
β

 
 
 
 
 
 
 
 
 
 
 
  

 8 1 0 ×=  is tested against the alternative; that is: 1H : 9β    0≠  or 1H : 

10

11

12

13

14

15

16

β
β
β
β
β
β
β

 
 
 
 
 
 
 
 
 
 
 

 7 1 0 ×≠  

The time series are cointegrated if the computed F-statistics are greater than the 
appropriate higher bounds I(1) and not cointegrated if the computed F-statistics 
are below the lower bounds I(0) of Pesaran et al. (2001). Equation (1) provides 
the short-run and long-run effects concurrently after the adjustment is 
completed. The long-run effects are inferred by the estimates of 10β , 11 12,  β β , 

13 14 15 16,  ,      andβ β β β  that are normalized on the estimate of 9β . After obtaining 
evidence for the presence of cointegration among variables, the optimal lag orders 
of each variable were chosen using the suitable AIC. According to the empirical 
literature,1 the maximum lag order is usually between 2 and 4 for annual data in 
order not to lose more degrees of freedom, which is very important for the 
reliability of the results. Since in this study the data set is relatively large, the 
maximum lag of 3 was taken to find the cointegration among variables. Selected 
ARDL models in Table 4 below are revealed as optimal for the series of models 
used in this paper. 

  

                                                 
1  See, for example, Pesaran and Shin, 1999; Pesaran et al. 2001. 
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1  See, for example, Pesaran and Shin, 1999; Pesaran et al. 2001. 

Table 4: Selection of optimal models 

 Selected Model 
Model 1 ARDL(3, 3, 3, 3, 2, 3, 0, 3) 
Model 2 ARDL(3, 3, 3, 3, 3, 3, 3, 3) 
Model 3 ARDL(3, 3, 2, 3, 3, 3, 1, 2) 
Model 4 ARDL(3, 3, 3, 3, 3, 3, 3, 3) 
Model 5 ARDL(1, 1, 3, 2, 0, 2, 2, 2) 
Model 6 ARDL(2, 0, 2, 2, 2, 2, 0, 2) 
Model 7 ARDL(1, 0, 2, 2, 2, 0, 0, 1) 
Model 8 ARDL(1, 0, 0, 2, 2, 0, 0, 0) 
Model 9 ARDL(3, 3, 3, 3, 3, 3, 3, 0) 
Model 11 ARDL(2, 0, 2, 2, 0, 0, 2, 1) 
Model 12 ARDL(1, 0, 2, 1, 3, 3, 3, 3) 

 

Table 5 summarizes the computed F-statistics of the models. These values are 
compared with the critical values of Pesaran et al. (2001). The results indicate that 
cointegration relationships exist between independent variables for all models. 

Table 5: F-Bounds test results (Null hypothesis: No level relationship) 

Test Statistic Value Signif. I(0) I(1) 

Model 1   
Asymptotic: 

n=1000  
F-statistic  8.00 1% 2.96 4.26 

Model 2   
Asymptotic: 

n=1000  
F-statistic  6.16 1% 2.96 4.26 

Model 3   
Asymptotic: 

n=1000  
F-statistic  11.91 1% 3.31 4.63 

Model 4   
Asymptotic: 

n=1000  
F-statistic  3.49 5% 2.32 3.5 

Model 5   
Asymptotic: 

n=1000  
F-statistic  14.83 1% 2.54 3.91 
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Model 6   
Asymptotic: 

n=1000  
F-statistic  6.68 1% 2.54 3.91 

Model 7   
Asymptotic: 

n=1000  
F-statistic  20.03 1% 2.96 4.26 

Model 8   
Asymptotic: 

n=1000  
F-statistic  25.75 1% 3.31 4.63 

Model 9   
Asymptotic: 

n=1000  
F-statistic  6.76 1%   2.96 4.26 

Model 10   
Asymptotic: 

n=1000  
F-statistic  23.73 1%   2.54 3.91 

Model 11   
Asymptotic: 

n=1000  
F-statistic  13.2470 1%   2.54 3.91 
 

Since all series are cointegrated, the long-run coefficients can be estimated. The 
estimated long-run coefficients of the variables are presented in Tables 6 and 7. 
Diagnostic tests were conducted. The autocorrelation problem was found in all 
models except 6, 8, and 10. To solve this problem, the Heteroscedasticity and 
Autocorrelation Consistent (HAC) estimator was applied. Other results provide 
no evidence of the diagnostic problem in the long-run estimation of all models. 
CUSUM and CUSUM-Q test results are given in Figure A1 in the Appendix. 
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Table 6: Long-run estimate results for government expenditure. 

Dependent Variable: Annual Real GDP Growth Rate 

Variable (1) (2) (3) (4) (5) (6) (7) (8) 
INF –0.03*** 

(–3.16) 
–0.05*** 
(–4.67) 

–0.01* 
(–2.6) 

–0.05*** 
(–4.16) 

–0.04*** 
(–4.17) 

–0.04** 
(–2.67) 

–0.00 
(–0.21) 

–0.02 
(–1.23) 

DCPS –0.05*** 
(–4.30) 

0.08 
(1.66) 

0.36*** (5.84) 0.04 
(1.24) 

0.01 
(0.90) 

0.00 
(0.04) 

–0.01 
(–0.89) 

0.40*** 
(4.23) 

FDI –4.62*** 
(–6.08) 

–4.76*** 
(–6.75) 

–4.03***  
(–5.96) 

–3.91*** 
(–7.01) 

–2.87*** 
(–7.54) 

–3.02*** 
(–3.42) 

–3.59*** 
(–3.71) 

–3.96*** 
(–3.63) 

EMP –0.34*** 
(–5.47) 

–0.46*** 
(–7.12) 

–1.80*** 
(–6.66) 

–0.42*** 
(–7.08) 

–0.22*** 
(–5.00) 

–0.27*** 
(–3.52) 

–0.22 
(–1.00) 

–1.97*** 
(–4.56) 

CD –11.52*** 
(–7.72) 

–15.280*** 
(–13.299) 

–7.040*** 
(–4.962) 

–14.11*** 
(–13.16) 

–7.61*** 
(–7.29) 

–7.91*** 
(–3.63) 

–6.06*** 
(–4.28) 

–6.33*** 
(–4.49) 

ECenGov 0.66*** 
(3.13) 

       

ECenGov2 –0.01** 
(–2.81) 

       

EE  11.48** 
(2.79) 

      

EE2  –2.06** 
(–2.38) 

      

HE   24.43*** (5.97)      
HE2   –10.27***  

(–4.65) 
     

EHE    7.45*** 
(4.03) 

    

EHE2    –1.06*** 
(–3.46) 

    

DE     20.75*** 
(10.01) 

   

DE2     –5.00*** 
(–10.79) 

   

CE      5.06*** 
(4.65) 

  

CE2      –0.24*** 
(–4.29) 

  

IE       5.48** 
(2.06) 

 

IE2       –1.06* 
(–1.72) 

 

CIE        5.90** 
(2.29) 

CIE2        –0.19* 
(–2.02) 
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Trend   –2.96*** 
(–4.52) 

    –1.25*** 
(–4.32) 

Constant 58.21*** 
(4.76) 

50.06*** 
(3.53) 

289.74*** 
(5.23) 

48.87*** 
(4.04) 

  14.73 
(1.38) 

99.07*** 
(3.35) 

Opt. Gov. Size 23.85 2.78 1.18 3.50 2.07 10.29 2.57 15.07 
R2 0.95 0.97 0.97 0.97 0.93 0.86 0.84 0.82 
Adjusted R2 0.84 0.88 0.92 0.87 0.86 0.74 0.74 0.74 
Observations 40 40 40 40 40 41 41 41 

Note: Values in parentheses are t-statistics. Asterisks (*), (**), (***) denote statistical significance at 
10%, 5%, and 1%, respectively.  

Table 7: Long run estimate results for government revenues 
Dependent Variable: Annual Real GDP Growth Rate 

Variable (9) (10) (11) 
INF –0.06*** 

(–3.67) 
–0.04*** 
(–3.38) 

–0.00 
(–0.42) 

DCPS –0.07*** 
(–4.44) 

–0.03 
(–1.61) 

0.12** 
(2.13) 

FDI –5.16*** 
(–8.14) 

–3.21*** 
(–5.69) 

–1.13 
(–1.68) 

EMP –0.50*** 
(–6.22) 

–0.18*** 
(–3.70) 

–0.09 
(–1.08) 

CD –11.17*** 
(–7.14) 

–4.49*** 
(–3.15) 

–25.96*** 
(–6.28) 

RCenGov 1.84** 
(3.00) 

  

RCenGov2 –0.05** 
(–2.81) 

  

RDirT  8.77*** 
(7.83) 

 

RDirT2  –0.93*** 
(–8.61) 

 

RIndT   3.31* 
(2.00) 

RIndT2   –0.26* 
(–2.03) 

Constant 56.69*** 
(5.35) 

  

Opt. Gov. Size 17.10 4.68 6.34 
R2 0.95 0.86 0.93 
Adjusted R2 0.85 0.78 0.84 

Note: Values in parentheses are t-statistics. Asterisks (*), (**), (***) denote statistical significance at 
10%, 5%, and 1%, respectively.  
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Table 8. Basic statistics related to government size  

Alternative 
Proxy 
Measures for 
Government 
Size 

Mean Maximum 
2016 

Realization 
Rate 

Optimal 
Rate* 

Observations 

ECenGov 19.11 33.54 22.55 23.85 40 
CIE 14.40 18.91 18.34 15.07 41 
CE 11.80 15.77 14.84 10.29 41 
IE 2.59 4.40 3.50 2.57 41 
EHE 3.54 5.80 5.8 3.50 40 
EE 2.75 4.60 4.60 2.78 40 
HE 0.78 1.60 1.20 1.18 40 
DE 1.99 3.01 1.20 2.07 40 
RCenGov 16.19 24.28 20.58 17.10 40 
RDirT 5.39 7.22 5.29 4.68 41 
RIndT 7.68 12.77 12.08 6.34 40 
* It covers 1974−2016. 

Table 8 presents basic statistics related to proxy measures for government size. 
Because the means of the proxy measures used for government size and the 2016 
realization rates are significantly different, the optimal rates obtained from the 
econometric analysis are compared with the 2016 realizations in order to reach 
more realistic inferences and enable future rational policy proposals. Figure 2 
presents the BARS curve for Turkey by alternative proxy measures for 
government size. The realized central government budget expenditure in 2016 is 
22.55% of GDP and the optimum estimated for this expenditure indicator is 
23.85%, so the government size indicator is below the optimal ratio. 

Central government real expenditure consists of the sum of central government 
investment and consumption expenditure. The results suggest that the central 
government’s real expenditure should be reduced. Which component or 
components of this expenditure should be decreased is important, so central 
government investment and consumption expenditure are estimated separately. 
The 2016 realization rate of central government consumption expenditure for the 
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year 2016 is 14.84% of GDP, and the optimal size of government is estimated at 
10.29%. The realization rate of central government investment expenditure in 
2016 is 3.50% of GDP and the optimal rate is estimated to be 2.57%. These 
findings suggest that both central government consumption and investment 
expenditure should be reduced to avoid a negative effect on economic growth. 

Additionally, the 2016 realization rates of central government education and 
health expenditure are 4.60% and 1.20% of GDP respectively, above the estimated 
optimal rates of 2.78% and 1.18%. Although the realization rate for central 
government education and health expenditure to GDP is well above the optimal 
rate, the inability to obtain the desired efficiency from the expenditure shows that 
it was not used efficiently and effectively. On the other hand, central government 
defence expenditure in 2016 is 1.20% of GDP, whereas the estimated optimal rate 
for this indicator is 2.07% of GDP, indicating that defence expenditure should be 
increased. 

The examination of central government budget revenue as an indicator of 
government size shows that the central government budget revenue for the year 
2016 is 20.58% of GDP. The estimated optimal percentage for this proxy measure 
is 17.10%, so the current rate is above the optimal rate. In this study the central 
government’s direct and indirect tax revenues are estimated separately. The 
realization rate of the central government’s direct tax revenue in 2016 is 5.29% of 
GDP, while the estimated optimal rate is 4.68% of GDP. The realization rate of 
the central government’s indirect tax revenue in 2016 is 12.08% of GDP and the 
estimated optimal rate is 6.34% of GDP. These findings show that the central 
government budget revenue is well above the estimated optimal percentage of 
GDP for central government direct and indirect tax revenue in Turkey. 
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Figure 2: Bars curves for Turkey by proxy measure of government size 
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6. ROBUSTNESS CHECK 

When performing empirical analysis, strict assumptions may be made that can 
affect the results. It is necessary to test whether the results of the empirical analysis 
are robust with different methods or variables. Therefore, a robustness test is 
performed to verify long-run analysis results. Central government budget 
revenues lagged by one year are added to the first eight and the last three models 
in which central government budget expenditure and its sub-components are 
used as proxies for government size. The variables are lagged by one year to 
eliminate the endogeneity problem (Wooldridge, 2012) between the central 
government budget expenditure and revenue. Tables 9 and 10 show that the long-
run estimations confirm the inverted U-shaped relationship between government 
size and economic growth for Turkey.2    

Table 9: Robustness check results for government expenditure 

Dependent Variable: Annual Real GDP Growth Rate 

Variable (1) (2) (3) (4) (5) (6) (7) (8) 
INF –0.08** 

(–2.58) 
–0.02 
(–0.69) 

–0.00 
(–0.48) 

–0.00 
(–0.27) 

–0.04** 
(–2.68) 

–0.04 
(–1.50) 

0.01 
(0.41) 

0.00 
(0.27) 

DCPS –0.09** 
(–2.59) 

0.11 
(1.47) 

0.49*** 
(8.02) 

0.42*** 
(4.10) 

–0.00 
(–0.28) 

0.01 
(0.44) 

0.01 
(0.74) 

0.74*** 
(6.92) 

FDI –3.65*** 
(–3.88) 

–4.52*** 
(–3.21) 

–3.94*** 
(–8.78) 

–4.68*** 
(–6.58) 

–3.13*** 
(–5.65) 

–3.34** 
(–2.53) 

–3.83*** 
(–4.48) 

–8.82*** 
(–6.58) 

EMP –0.13** 
(–2.86) 

–0.23** 
(–2.35) 

–2.37*** 
(–8.33) 

–1.95*** 
(–5.31) 

–0.14*** 
(–3.02) 

–0.29** 
(–2.22) 

–0.03 
(–0.39) 

–3.68*** 
(–7.64) 

CD –
17.39*** 
(–6.51) 

–7.89*** 
(–4.88) 

–5.91*** 
(–3.73) 

–7.21*** 
(–4.64) 

–8.19*** 
(–9.10) 

–8.07*** 
(–3.20) 

–7.29*** 
(–4.32) 

–4.96*** 
(–4.93) 

ECenGov 3.18*** 
(5.57) 

       

ECenGov2 –0.04*** 
(–4.78) 

       

EE  12.93** 
(2.52) 

      

EE2  –2.33** 
(–2.30) 

      

                                                 
2  Diagnostic tests for autocorrelation, heteroscedasticity, normality, and stability (Cusum and 

Cusum-Q) were conducted. Results from the authors upon request. 
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HE   35.93*** 
(4.51) 

     

HE2   –15.61*** 
(–3.98) 

     

EHE    9.89** 
(2.80) 

    

EHE2    –1.16** 
(–2.28) 

    

DE     16.83*** 
(5.54) 

   

DE2     –4.31*** 
(–8.25) 

   

CE     
 

 5.59** 
(2.78) 

  

CE2      –0.27*** 
(–3.09) 

  

IE       4.84* 
(1.82) 

 

IE2       –1.30*** 
(–3.19) 

 

CIE        6.70*** 
(3.46) 

CIE2        –0.22** 
(–3.14) 

RCenGov(–
1) 

–1.27** 
(–3.26) 

0.20 
(1.11) 

0.00 
(0.05) 

0.16** 
(2.31) 

0.11 
(0.88) 

–0.05 
(–0.25) 

0.35*** 
(4.13) 

0.74*** 
(5.45) 

Trend   –2.80*** 
(–5.22) 

–2.09*** 
(–3.97) 

   –2.77*** 
(–6.99) 

Constant   255.05*** 
(5.95) 

193.29*** 
(4.76) 

   232.51*** 
(6.97) 

Opt. Gov. 
Size 

33.17 2.76 1.15 4.23 1.94 10.06 1.86 15.16 

R2 0.97 0.78 0.96 0.94 0.90 0.89 0.94 0.99 
Adjusted R2 0.84 0.68 0.88 0.84 0.83 0.77 0.82 0.96 
Observations 39 40 40 40 41 41 40 40 
Note: Values in parentheses are t-statistics. Asterisks (*), (**), (***) denote statistical significance 
at 10%, 5%, and 1%, respectively.  

  

Testing the validity of the BARS curve for Turkey

183



Table 10: Robustness check results for government revenue 

Dependent Variable: Annual Real GDP Growth Rate 

Variable (9) (10) (111) 
INF –0.02 

(–0.93) 
–0.01 
(–0.85) 

–0.07*** 
(–5.50) 

DCPS –0.05** 
(–2.78) 

–0.02 
(–0.91) 

0.07 
(1.04) 

FDI –2.79*** 
(–3.89) 

–2.10** 
(–2.63) 

–4.96*** 
(–8.12) 

EMP –0.14 
(–1.58) 

0.04 
(0.33) 

–0.57*** 
(–4.92) 

CD –13.34*** 
(–12.58) 

–4.31*** 
(–3.98) 

–16.50*** 
(–5.33) 

RCenGov 1.57* 
(1.88) 

  

RCenGov2 –0.06* 
(–2.00) 

  

RDirT  19.55*** 
(3.06) 

 

RDirT2  –1.95*** 
(–3.36) 

 

RIndT   7.46*** 
(6.54) 

RIndT2   –0.47*** 
(–4.34) 

ECenGov(–1) 0.52** 
(2.32) 

0.09 
(0.89) 

–0.21 
(–0.71) 

Constant  –61.74** 
(–2.32) 

61.82 
(1.74) 

Opt. Gov. Size 12.51 5.00 7.90 
R2 0.81 0.89 0.98 
Adjusted R2 0.68 0.80 0.92 
Observations 41 41 39 

Note: Values in parentheses are t-statistics. Asterisks (*), (**), (***) denote statistical significance 
at 10%, 5%, and 1%, respectively.  
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7. CONCLUDING REMARKS 

Studies examining the relationship between government size and economic 
growth yield quite different results. The main reason for these differences is the 
variable or variables used as indicators of government size. Other possible causes 
are the specific characteristics of the country studied, the period studied, and the 
different econometric methods used. 

In this context, the purpose of this article is twofold. First, it examines whether 
the inverse U-shaped relationship between government size and economic 
growth is valid for Turkey in the period 1974–2016. Second, it estimates the 
optimal government size for this period, based on various indicators, in order to 
compare it with the current situation. Long-term coefficients were obtained using 
the ARDL bounds test, then the square of the variable used for government size 
was added to the model. Next, the optimal government size ratios were calculated 
by testing whether the relationship between economic growth and government 
size was linear. 

Our findings show that there is a long-run relationship between government size 
and economic growth, and this relationship confirms the validity of the BARS 
curve. However, this validation depends on how government size is measured. As 
long as the 11 variables – ECenGov, EE, HE, EHE, DE, CE, IE, CIE, RCenGov, 
RIndT, RDirT – are taken as proxies for government size, the results support the 
existence of this relationship. Moreover, our results are in line with other studies 
(Peden 1991; Scully 1994; Karras 1996; Vedder and Gallaway 1998; Chao and 
Grubel 1998; Afonso et al. 2003; Chobanov and Mladenova 2009; Forte and 
Magazzino 2011; Christie 2014; Asimakopoulos and Karavias 2016; Forte and 
Magazzino 2016; Şen and Kaya 2019) that also found a non-linear relationship 
between government size and economic growth. 

When the empirical findings of the study are evaluated in terms of expenditure, 
the estimation results for the optimal government size show that expenditures 
other than the central government budget and defence expenditure are above the 
estimated optimal rates and should be reduced. A decrease in these expenditures 
to the calculated optimal rates will lead to increased economic growth. 
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The government size that maximizes economic growth in terms of taxes shows 
that the realization rates of both indirect and direct tax revenues are above the 
optimal rates. Therefore, to maximize economic growth in Turkey, both indirect 
and direct taxes should be reduced until the calculated optimal rates are reached. 

These results show that it is possible to achieve economic growth without 
additional financing by changing the composition of expenditures and using 
existing resources more effectively and efficiently. In particular, it is vital for 
developing countries to implement policies to avoid wasting resources and to 
achieve and even maintain economic growth without the need for borrowing. 
Fiscal policy instruments such as public expenditure and taxes should not fall 
below or exceed the calculated optimal ratios. 

This study has some limitations. It focuses primarily on central government 
expenditure and revenue and their main sub-components. However, these sub-
components also have other sub-components, which could be examined in more 
detail in future research. The data is limited to the period 1974–2016, as no 
longer-term data for the variables is available. Finally, the analysis used a linear 
econometric method; future studies could contribute to the literature by using 
non-linear methods. 
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The global financial and economic crisis of 2008–2009, and more recently 
the COVID-19 pandemic, have highlighted the growing challenges to global 
capitalism. After almost half a century of increasing market and trade 
liberalisation, the state is back in vogue throughout the world. This volume, 
edited by Tamas Gerocs and Judit Ricz, starts from the well-established empirical 
fact that developing and emerging market economies, which they refer to as the 
global semi-periphery, differ from the more advanced economies regarding not 
only their economic and social structure but also their capacity and autonomy 
to implement the developmental policies that are now being promoted in 
many contexts. They invite us to consider what the newly emerging post-crisis 
paradigm of greater state involvement in the economy means for states which 
are institutionally, financially, and/or politically under-capacitated, and where 
domestic agency and policymaking are constrained by exogenous power 
structures such as multinational corporations and the geostrategic interests of 
large countries. 

This is an urgent, albeit very complex, question for both academia and 
policymakers. The volume adds much-needed nuance to the habitual dichotomy 
of the state vs. the market that often permeates political discourse. By adopting 
a comparative analytical framework that accounts for the varieties of state 
capitalism and by considering international as well as domestic political economy, 
the volume enriches the discussion in economics on the developmental state. It 
also contributes to the field of political economy itself by introducing the view 
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from the global semi-periphery, where the interaction between international 
factors and domestic institutional weaknesses and political instability often has 
strong effects. 

In her introductory chapter and in chapter 5 of the volume, Judit Ricz recognises 
a post-crisis developmental opportunity for the semi-periphery, as the structure 
of the global economy changes towards decentralisation of productive relations 
and an increasingly important role for global value chains that include smaller, 
dispersed economies from around the world. However, she also highlights the 
paradox of the growing role of populist, ethnonationalist, and patriotic elites that 
use economic nationalism to justify their autocratic tendencies while benefiting 
economically from globalisation. These puzzling trends have increased the global 
demand for a better understanding of the semi-peripheral economies that are 
plugging into the global value chains, making this volume a very timely read.

Ricz’ introduction sets the stage for the next three chapters, which provide an 
overview of development and change in the era of modernisation. In Chapter 
2, Laszlo Csaba reminds us of the strong influence institutional economics has 
had on policymakers during the ‘liberal’ era. He rejects the state vs. market 
dichotomy and argues that we need to improve our understanding of the state 
institutions that underpin and coordinate market economies. He emphasises the 
important distinction between being statist and being pro-institution-building 
and warns of the phenomenon of institutional hollowing-out that is occurring 
in many semi-peripheral contexts such as Hungary and Poland, and to a much 
stronger degree in Russia and Ukraine, where institutions that are supposed to 
support the market economy exist formally but have been de facto crippled by 
political means. He concludes that we need to pay particular attention to informal 
institutions such as the sets of values that prop up the market system and argues 
that we are in the dark when it comes to understanding how shared norms and 
values work in this context and why social trust and efficient institutions work in 
some places but not in others. 

Csaba broaches a very important subject here, which could be probed further. 
While the rise of global capitalism has been associated with an unprecedented 
rise in inequality and growing delegitimisation of institutions even in the west, 
institutional economists have not paid much attention to the exploitative and 
unequalising effects of the formal and informal institutions that coordinate 
markets. The assumption is that ‘properly’ implemented institutions lead to 
superior developmental outcomes, while the reasons behind their growing 
popular delegitimisation are not explored or these grievances are simply 
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dismissed as populism. However, research on how market coordination shapes 
inequalities is beginning to emerge in comparative political economy, and I hope 
that eventually it will also permeate political economy research on the global 
semi-periphery. 

In Chapter 3 Andrei Yakovlev discusses the role of information and 
communication technologies (ICT) in the next stage of human development in 
the context of growing global interdependence between countries. He makes 
the valuable point that both dependent market economies and the ‘Varieties 
of Capitalism’ models that are state led are reactionary since they evolved as 
a response to globalisation, i.e., they were shaped by it. By contrasting this to 
the western coordinated and liberal market economies which developed their 
institutional make-up prior to widespread liberalisation, he is perhaps suggesting 
that the latter have had more leverage to resist the adverse effects of market 
liberalisation, although he does not state this explicitly. Bringing global politics 
into the picture, he recognises the role of the elites in big emerging countries 
which have benefited from globalisation but remain unsatisfied with their role 
in the world order and argues that this is why they are driving the global push 
towards state-led developmentalism. He ends by exploring what it would take for 
different elites to cooperate within countries and for countries to cooperate in 
today’s system of high economic interdependence. He sees this cooperation as a 
new cycle of development following ideological conflict and competing economic 
systems and argues that in this switch from competition to cooperation in the 
global arena the personalities of leaders are key. 

While I undoubtedly root for global cooperation, I am not clear how it would 
work in the context of the ICT-led era of growth. The global economic system 
has been switching away from economies of scale and towards seizure of market 
shares and intensification of winner-takes-most dynamics of digitalisation. We 
have even struggled to share medical supplies and vaccines during a major global 
pandemic. The world is also facing a major fight over the raw materials and 
energy sources that are needed for continued growth and digitalisation, while 
we are also attempting to transition to ‘green’ growth. Thus, while I agree that in 
current circumstances competition can lead the world to a race to the bottom and 
that cooperation is the only solution, I would like to know how this cooperation 
is envisaged in a world where global elites are de facto fighting over resources, 
and where inequalities keep growing. What would be the basis of this global 
cooperation, and what would replace the market-grabbing tendencies of multiple 
global players that we have seen so far in the era of ICT-driven globalisation? Can 
we really afford to go on assuming that growth has trickle-down effects and that 
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continuing business as usual, but with some vague idea of cooperation between 
elites, will resolve the issue of inequalities and also the climate crisis, which is 
closely connected to the resource-acquisition-oriented conflicts that we see 
unfolding? It is very difficult for me to imagine a world where everything stays 
the same in terms of the economic system that we currently have, yet we somehow 
miraculously start cooperating on a global scale by way of elite leadership. I would 
thus be interested to hear more about the systemic conditions under which this 
form of global cooperation is envisaged.

In Chapter 4, Miklos Szanyi poses the interesting question of whether catching-
up countries benefit more from periods of accelerating technological development 
or from the widespread deployment phase of cutting-edge technologies. He 
concludes that the successful catching-up countries have been better at utilising 
the business opportunities of the deployment phase and suggests that capital 
and skilled labour are necessary to seize these opportunities. I would also add 
insights from economic geography on the importance of networks and politics 
in how places utilise the business opportunities that present themselves, which 
fits nicely with Csaba’s chapter 2 on our need to better understand the informal 
institutions that structure developmental outcomes. 

The second part of the book starts with Judit Ricz’ overview of the literature on 
how developmental states have emerged, from the political economy perspective. 
She juxtaposes two schools of thought: the role of elites as agents of development 
vs. the urgency theory where development is the result of coalitional and social 
demands pressurising political elites. She then moves on to the historical and 
cultural factors that have shaped East Asian developmental states, including 
homogenous societies and good quality institutions. She points out the role of 
strong leaders in East Asian developmental states and explains that although 
broad swaths of the population were often politically excluded and sometimes 
even repressed, they were never ignored economically, so the idea of equitable 
distribution of gains from growth was arguably part of the growth model 
and economic inclusion of the broader society mattered. However, where the 
institutions and policies that lead to long-term sustainable development come 
from remains an unanswered question. What might help us answer this question, 
Ricz argues, is a renewed focus on domestic agency and power dynamics not 
only among elites but also among broader sections of the population in the semi-
periphery. It would be interesting to learn more about the role of authoritarianism 
in developmental states, and to what extent this framework is applicable in the 
context of rising authoritarianism in Eastern Europe. 
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Case studies of Slovakia, Ethiopia, Namibia, and Zimbabwe in the subsequent 
chapters offer empirical input on the role of domestic agency. Cases from sub-
Saharan Africa provide especially insightful accounts on how domestic political 
factors interact with exogenous constraints and the international political economy 
of globalisation. The Slovakian case is unique in the volume in that it points to the 
unequalising effects of developmental policies, with growing disparities between 
the urban core around the capital city and the rest of the country. The fact that 
Slovakia is referred to as a success story in the concluding chapter is somewhat 
confusing, because the general message of the volume seems to be that broader 
swathes of the population need to benefit from developmental policies in order 
for them to work. However, this message is not explicit, so I am left somewhat in 
the dark as to whether the authors assume that broader development gains are 
the result of trickle-down growth, or whether some populations are expected 
to, and often do, take up the disproportionate cost that developmental policies 
impose onto them. Some chapters suggest that non-economic policy areas such 
as education matter, while others focus on the idea that political stability is a 
key pre-condition, one which often remains unfulfilled due to both domestic 
and international constraints. There seems to be some tautology in this line of 
argument, because we are left with the idea that local political conflicts need to be 
resolved in order for countries to develop institutions and spur growth, but at the 
same time the fact that it is mostly the elites that are benefiting from growth in 
today’s world is also a factor of political destabilisation. Moreover, we know that 
some policies are good for development, but they cannot be implemented because 
no political consensus can be formed around them, and we do not understand 
why.

The last part of the book brings the developmental state perspective into a 
conflictual relationship with trade policy, thus adding an additional layer of 
international political economy analysis which complicates the picture and has 
important implications for the global economy as a whole. In Chapter 13, in the 
context of North Africa, Tamas Szigetvari discusses the role of elite corruption 
and the adaptation of free trade institutions to particular interests, further 
emphasising the point made by Laszlo Csaba in Chapter 2 that statism is not the 
same as state coordination of economic policy and market relations, and that we 
need to be careful whether we are actually advocating institutional regulation 
or whether we are strengthening the role of elites by providing them with a 
theoretical and policy framework that can serve to hollow out the institutional 
foundations of global capitalism. The cases of Brazil and Pakistan appear to 
push the argument in the opposite direction, showing that certain international 
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processes can have a destabilising effect on local political dynamics and even 
developmental policies, and thus threaten their effectiveness. 

After reading this volume, I am even more convinced that the post-crisis 
developmental paradigm is a major challenge of our times. Almost none of the 
country cases covered in the volume are cases of successful developmental states 
(the exceptions are Taiwan, and partially Ethiopia and Slovakia), so the volume in 
fact provides an overview of developmental state failures that need to be tackled 
in the process of coming up with a developmental paradigm for the global semi-
periphery.

I am now also even more convinced that within-country inequalities need to 
be high on the agenda of the new developmental state paradigm, and that it is 
no longer enough to assume that growth-with-equity means that developing 
countries catch up with advanced economies ‘on average’. Distribution of 
development gains within countries has to be high on the catching-up agenda. As 
long as we are not willing to find ways to redistribute resources more equitably, 
rising inequalities within nation states will decrease our chances of finding 
political solutions to current challenges. 

This volume is a welcome contribution to the new developmental state paradigm 
that is still in the making. It raises important questions, but comes short of 
unpacking the catching-up/growth agenda for the semi-periphery and its 
feasibility in the context of rapidly growing within-country inequalities and 
the global climate crisis. It is encouraging that issues of political economy have 
finally entered the economic arena. I look forward to continuing this debate in a 
direction which integrates the issue of semi-periphery catch-up with the growth 
paradigm crisis that we are seeing in advanced capitalist economies that have ‘all 
the right ingredients’ in terms of their institutional make-up.
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