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ABSTRACT:  This paper seeks to investi-
gate household financial fragility in West-
ern Balkan countries using household-lev-
el data from the third wave of the Life in 
Transition Survey . We used the ability of 
households to cope with an unexpected ex-
penditure shock as a measure of household 
financial fragility and analysed how socio-
demographics and economic characteristics 
are related to the probability of households 
being financially fragile. Understanding 
household financial fragility in Western 
Balkan countries is important to properly 
address policy challenges in terms of house-

hold welfare and financial stability. Our 
findings show that almost half the house-
holds in the Western Balkans could not 
cope with an unexpected expenditure event 
and are considered financially fragile. Es-
timated results based on probit regressions 
show that the probability of Western Bal-
kan households being financial fragile is, 
in addition to socio-demographic factors, 
related to households’ portfolio choices.

KEY WORDS:  household financial fragil-
ity, logit regressions, Western Balkan
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1. INTRODUCTION 

The global financial crisis of 2007–2008 and, moreover, the COVID-19 pandemic 
crisis once again highlighted household financial fragility as a crucial component 
of financial well-being not only for households but also for the whole economy 
(Lusardi et al., 2011). The concept of financial fragility was first introduced by 
Lusardi et al. (2011) immediately after the 2007–2008 financial crisis with the aim 
of understanding the capacity of households to withstand shocks and 
determining whether household financial fragility itself can become a source of 
financial instability for the financial sector (Demertzis et al., 2020). 

Since its introduction, this measure of financial fragility has been used in various 
surveys and has become a well-established measure of households’ coping 
abilities (Demertzis et al., 2020; Lusardi et al., 2011). However, as Lusardi et al. 
(2011) emphasised, measuring financial fragility is a complex task since it reflects 
two aspects of personal finance. Financial fragility is due, on the one hand, to a 
lack of assets and, on the other hand, to the lack of borrowing capacity of highly 
indebted households (Lusardi et al., 2011; Hasler & Lusardi, 2019). A review of 
the literature shows that past research has focused on both objective and 
subjective measures of financial fragility. Objective measures typically assess the 
level of financial fragility based on households’ level of assets, liabilities, and 
different liquidity or debt ratios (Holló & Papp, 2007; Brown & Taylor, 2008; 
Jappelli et al., 2008; Anderloni & Vandone, 2011; Ampudia et al., 2016; Johansson 
& Persson, 2006; Bankowska et al., 2017, Enzinger et al., 2022), while subjective 
measures of financial fragility reflect the perception of households based on their 
ability to cope with unexpected expenses or income shock. The main advantage 
of using subjective measures is that respondents’ self-assessment of their ability 
to cope with unexpected events is based not only on their level of debt and assets, 
but also on their expectation about their future financial situation (Lusardi et al., 
2011; Halser & Lusardi, 2019; Clark et al., 2020). Some empirical papers that have 
analysed household financial fragility on the basis of subjective measures are 
those of Lusardi et al. (2011), Anderloni et al. (2012), Brunetti et al. (2012), Rõõm 
and Meriküll (2017), and Halser and Lusardi (2019). Generally these empirical 
studies have shown the importance of demographic and socioeconomic factors 
for household financial fragility. Thus, being female, having low education level, 
having a low level of income and assets, and being indebted increase the 
probability of a household being financially fragile. Besides these factors, some 
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authors have emphasised the importance of other factors that are associated with 
financial fragility, such as the use of alternative financial services, e.g. pawn shops 
and payday loans (Skiba & Tobacman, 2009), and levels of indebtedness (Jappelli 
et al., 2008; Albacete & Fessler, 2010; Ampudia et al., 2016). In addition, Jappelli 
et al. (2008) considered the role of institutional factors such as judicial 
enforcement, information sharing arrangements, and bankruptcy laws as 
important factors affecting financial fragility. Moreover, Morduch and Schneider 
(2017) highlighted the role of income and spending volatility as primary causes 
of financial fragility in the United States, while others (such as Hasler et al., 2018; 
Hasler & Lusardi, 2019; Clark et al., 2020) demonstrated that despite the level of 
wealth and indebtedness, financial literacy plays an important role in explaining 
household financial fragility. Thus, as Lusardi et al. (2011) and Hasler et al. (2018) 
mentioned, it is important to be aware of the subtle weakness of empirical 
measures that estimate households’ existing asset levels to predict current or 
future fragility. Furthermore, there are significant differences between 
households in terms of the sufficient level of assets, in liquid/illiquid form, and 
preferences that households have regarding emergency assets, which expenses 
they reduce when faced with a shock, and which networks/connections are used 
to borrow money.  

However, empirical literature covering this topic in the Western Balkans is still 
limited due to the scarcity of household-level data. Considering the advantages of 
microdata taken from the third wave of the Life in Transition Survey (European 
Bank for Reconstruction and Development [EBRD], 2016), this paper aims to 
assess household financial fragility in the Western Balkans on the basis of the 
ability of households to withstand an unexpected expenditure event along the 
lines of the work of Lusardi et al. (2011), Brunetti et al. (2012), Halser & Lusardi 
(2019), and Deevy et al. (2021). Moreover, we observe how financial fragility 
varies across countries as function of households’ portfolio choices. Our focus is 
on six Western Balkan countries characterised by a low level of income and a new 
and less developed financial market compared to EU countries, built from scratch 
during the transition from a planned to a market economy in 1990 (Barisitz, 
2008). Therefore, both households and enterprises have a comparatively short 
history of interaction with banks (Beckmann et al., 2018). In addition, this region 
is characterised by a high home ownership rate and limited rental markets 
(Beckmann et al., 2018; Dushku et al., 2019) with low levels of household 
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indebtedness and financial inclusion (WB, 2023; Demirgüç-Kunt et al., (2022). 
Despite the progress Western Balkan economies have made, poverty rates remain 
high and countries in the region have a number of worrying demographic and 
employment trends that, if not addressed, will prevent long-term potential 
growth. These trends are related to the high rate of unemployment, especially 
among young people, the ageing population, and the emigration of the young 
(Sanfey et al., 2016.).  

Against this background, investigating household financial fragility is relevant for 
the monetary authorities in this region in order to develop policies to further 
increase the financial resilience and stability of households as well as the resilience 
of the financial sector. To the best of our knowledge, there is a lack of empirical 
research on assessing household financial fragility in the Western Balkan region; 
thus, the contribution of this paper is to fill the empirical gap and to analyse how 
demographic factors and households’ portfolio choices are associated with the 
probability of households being financially fragile and whether there are the 
differences across countries. 

The survey data show that about half the households in the Western Balkan 
countries are considered financially fragile, with moderate heterogeneity between 
countries. The data show a higher percentage of households are financially fragile, 
ranging from 52% to 58 % in North Macedonia, Kosovo, Serbia, and Montenegro, 
while in Albania and Bosnia-Herzegovina financially fragile households account 
for 43% and 32% of total households, respectively. These data show that even one 
decade after the global financial crisis and preceding the COVID-19 pandemic 
crisis, households in this region were considered financially fragile and an 
unexpected shock could jeopardise their financial situation. We also analysed 
how various socio-demographic factors affected the ability of households to 
withstand such a shock. The results showed that having a female head of 
household and not being employed increase the probability of household 
financial fragility, while a higher level of education and income decrease this 
probability. Based on the portfolio choice variables, the results show that having 
bank access and owning a second dwelling decrease the probability of household 
financial fragility, which may reflect the fact that access to the banking sector and 
having illiquid assets in the form of housing can cushion the impact of liquidity 
shortage and might lower their exposure to riskier assets. Having mortgage debt 
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has insignificant correlation with household financial fragility in Western Balkan 
countries, which might be due to the fact that mortgage debt is more prevalent 
among wealthier households.  

This paper is organised as follows. Section 2 gives on overview of the related 
literature on financial fragility. Section 3 presents our data and empirical strategy. 
Then in Section 4 we present and discuss our results and we provide some 
concluding remarks in Section 5. 

2. LITERATURE REVIEW  

As mentioned above, the term financial fragility is used to describe households’ 
inability to cope with unexpected events such as a job loss, decrease in working 
hours and salaries, changes in the interest rate on loans, etc. Analysing household 
financial fragility is important to gauge the overall well-being of households and 
also the whole economy. Our work is based on the large literature on consumer 
financial behaviour focused on the assessment of household financial fragility. 
However, as Lusardi et al. (2011), Hasler &Lusardi ( 2019) pointed out, measuring 
household financial fragility is a complex task and should reflect not only the 
assets and liabilities of households, but also households’ behaviour. Therefore, 
there are a number of papers that have assessed households’ financial fragility 
based on their ability to manage short-term risks and their exposure to the shocks 
presented above. 

Jappelli et al. (2008) examined the determinants of international differences in 
household indebtedness for a number of European countries based on different 
datasets. They considered highly indebted households as financially fragile and 
explored whether financial fragility is affected by institutional factors, such as 
information sharing arrangements, judicial efficiency, and individual bankruptcy 
regulation. Their results highlighted the importance of institutional 
arrangements as determinants of the size and fragility of household credit 
markets.  

Lusardi et al. (2011) were the first to use the concept of financial fragility based 
on the ability of a household to cope with an unexpected financial shock. Using 
households’ self-assessment, this measure seeks to evaluate the capacity of 
households to do so regardless of their source of funds. According to the theory 
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of precautionary savings, (Deaton, 1992; Lusardi & Browning, 1996; Carroll, 
1997), risk-averse individuals facing an uninsurable risk seek to accumulate 
wealth, which serves as self-insurance to withstand various macroeconomic 
shocks (Deaton, 1992; Carroll, 1997). However, there are many empirical studies 
that reveal that households that have few or no assets and no emergency funds 
are highly vulnerable to shocks (Lusardi et al., 2011). 

The uniqueness of the measure proposed by Lusardi et al. (2011) is that it takes 
into account not only the level of assets and liabilities, but also the capacity of 
households to deal with shocks, which is affected by different factors, often 
unobservable, such as individual characteristics that determine the level of wealth 
that people wish to hold, their risk aversion, rate of time preferences, credit access, 
reliance on family and friends, and heterogeneity in households’ behaviour 
(Deaton, 1991; Browning & Lusardi, 1996; Lusardi et al., 2011). As summarised 
by Lusardi (2008), heterogeneity in household behaviour might reflect differences 
in economic circumstances and opportunity (e.g. education and inheritances), 
differences in attitudes and preferences, or differences in financial capabilities 
and financial literacy (Lusardi2008). All these unobservable factors reflect 
variations in households’ abilities to handle unexpected shocks.  

Thus, Clark et al. (2020) assessed the level of financial fragility of Americans after 
the global financial crisis in 2007–2008 on the basis of the ability of households 
to deal with a sudden shock of expenses or income equal to 2000 dollars in 30 
days. Their research showed that about 50% of Americans in 2009 reported being 
financially fragile and unable to withstand a shock. The data revealed that the 
incidence of households being financially fragile is higher among low-income and 
less educated households, younger and older age groups, women, and households 
with children. Moreover, an unexpected result was that a higher proportion of 
the US "middle class" considered themselves to be financially fragile, which was 
either a reflection of a weaker financial position or a greater pessimism about the 
future. Furthermore, Clark et al. (2020) found that, in addition to savings, relying 
on family networks, borrowing money, increasing working hours, and selling 
some items are other methods used to cope with emergencies. 

Anderloni et al. (2012) used a similar indicator for Italian households, asking 
them if they could immediately afford an unexpected expense of €700. Their work 
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was based on the evaluation of a new index of financial vulnerability for Italian 
households as well as the evaluation of various household characteristics 
associated with it. The results obtained by Anderloni et al. (2012) showed that the 
financial vulnerability of households is positively related to the level of debt 
service, especially for those holding an unsecured debt. Anderloni et al. (2012) 
also showed that a higher level of education helps to reduce the financial fragility 
of households. 

Brunetti et al. (2012) investigated the financial fragility of Italian households by 
assessing the role of households’ portfolio choices beyond standard determinants 
such us income, indebtedness, age, gender, and financial literacy. They defined 
those households that have sufficient income to cover expected expenses but have 
fewer liquid assets to cope with unexpected expenses as financially fragile. Based 
on household level data during the period 1998–2010 from the Bank of Italy 
Survey on Household Income and Wealth, Brunetti et al. (2012) found that 
portfolio choice variables play a role in household financial fragility in addition 
to other variables. Hasler and Lusardi (2019), several years after the last financial 
crisis, explored the determinants of financial fragility of middle-income 
households in USA based on household-level data. Empirical results showed that 
family size, debt burden, and financial literacy play an important role in 
household financial fragility. Hasler and Lusardi (2019) concluded that a low level 
of financial education is an issue with short- and long-term consequences.  

Demertzis et al. (2020) analysed the financial fragility of EU households and 
showed that before the 2020 pandemic crisis, on average 31% of EU households 
were unable to afford an unexpected expense. The data showed some differences 
between countries, with Northern European members performing better than 
their Southern European counterparts. In the largest EU countries, the 
differences are moderate, with 35% of families in Italy and Spain being considered 
financially fragile compared to 28% of families in Germany. Demertzis et al. 
(2020) concluded that the percentage of financially fragile households had not 
decreased much over time, a fact that requires policies to address the causes that 
influenced this percentage, not just the symptoms.  

Following the approach of Lusardi et al. (2011), Brunetti et al. (2012), and Hasler 
and Lusardi (2019), we aim to evaluate household financial fragility in the 

HOUSEHOLD FINANCIAL FRAGILITY IN WESTERN BALKAN COUNTRIES BEFORE COVID- 19

13



Western Balkans. All the countries in this region – Albania, Bosnia and 
Herzegovina, North Macedonia, Kosovo, Montenegro, and Serbia – aspire to 
membership of the European Union, but they face a major convergence challenge 
in terms of living standards. As Sanfey et al. (2016) showed, the main reason 
behind this prosperity gap lies in the failure over the years of Western Balkans 
countries to be competitive, meaning that they lack the appropriate factors and 
institutions needed for high levels of long-term productivity. Therefore, assessing 
the percentage of financially fragile households in this region and the factors 
associated with them is an important issue not only in terms of household 
behaviour and its link with financial stability but also for the whole economy.  

3. DATA AND METHODOLOGY 

3.1. Data  

Our source of data is the third round of the Life in Transition Survey (LiTS), a 
household survey conducted in 34 countries, including Western Balkan 
countries, at the end of 2015 and the beginning of 2016. LiTS is a complex survey, 
the aim of which is to collect information on the socioeconomic status of the 
respondents and their perception of economic, political, and social issues. As our 
aim is to explore household financial fragility in Western Balkan countries, our 
analysis is focused on this region. In each country, approximately 1500 interviews 
were conducted face-to-face with the target population using computer-assisted 
personal interviewing. Household-level data presented in Table 1 show some 
differences across countries reflecting differences in their economic development. 
Thus, on average, household monthly income fluctuates at the level of 520 euros. 
The lowest level is reported for households in Albania, at 448 euros, while the 
highest is reported for households in Montenegro, at average of 640 euros. Almost 
half the household heads are employed (full-time or part-time), with the lowest 
proportion of employed household heads in Kosovo at about 37%, while Albania 
reports the highest level of employment of household heads at about 59 %. The 
data show that household heads in the Western Balkan region have a low level of 
education and, on average, report having completed high school. Less than half 
the households live in rural areas, except for those in Kosovo. In Serbia and North 
Macedonia, 60% of households live in urban areas. The data reveal that home 
ownership rates are high: on average, 88 % of households have a primary dwelling 
and 9 % have a second dwelling. On the other hand, we observe that only about 8 
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% of households in all the regions have a mortgage debt on their main dwelling, 
with some variation between countries.  

Table 1: Some descriptive statistics  

Countries Albania Bosnia and 
Herzegovina 

North 
Macedonia 

Kosovo Montenegro Serbia Total 
households in 

WB 
Age1 53.53 50.25 55.51 53.93 50.62 54.87 53.12 
Gender female 9.34% 22.46% 18.10% 15.20% 34.81% 25.08% 20.84% 
Education2 
Primary 9.3% 18.7% 33.4% 30.3% 12.3% 16.8% 20.1% 
Secondary 59.4% 63.7% 48.0% 51.2% 66.5% 70.3% 59.9% 
Tertiary 31.3% 17.6% 18.7% 18.5% 21.2% 12.9% 20.0% 
Marital status 
Married 74.5% 58.3% 70.4% 72.3% 45.9% 57.0% 63.0% 
Single 17.3% 23.7% 16.4% 18.0% 35.3% 17.5% 21.4% 
Others 8.2% 17.9% 13.2% 9.7% 18.8% 25.5% 15.6% 
Employment status3  
Employed 58.9% 45.6% 41.2% 37.5% 48.0% 46.6% 46.3% 
Retired 16.7% 20.9% 25.4% 10.5% 23.4% 33.6% 21.8% 
Others 24.3% 33.4% 33.4% 52.1% 28.7% 19.9% 31.9% 
Income4  447.80 540.77 473.46 548.94 638.43 466.02 520.32 
Household size 3.25 2.73 3.16 4.68 2.56 2.57 3.16 
Rural area 48% 47% 40% 57% 48% 40% 47% 
Having a 
mortgage debt 

4.9% 11.2% 4.2% 14.3% 9.9% 4.7% 8.2% 

Having a banks 
access 

52.9% 73.7% 75.9% 56.7% 75.4% 80.4% 69.2% 

Owning a primary 
dwelling 

89.2% 89.7% 91.4% 93.3% 78.5% 86.3% 88%  

Owning a second 
dwelling 

5.6% 12.7% 7.1% 10.3% 9.2% 9.5% 9.1% 

Total number of 
households 

1500 1499 1499 1500 1503 1508 9009 

Source: LiTS (2016), simple averages 

                                                            
1  Average age of household head 
2  Education is defined as ordinary dummy for each level of education, primary, secondary, and 

tertiary.  
3  Employment status is defined as an ordinary dummy for each employment level, employed, 

retired, and others. 
4  Household income represents the total net monthly income calculated as the sum of income 

of all household members from wages, pensions, social and family benefits, regular transfers 
from persons outside the household, and other sources. The values are given in euros. 
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Regarding the ability of households to face an unexpected expenditure shock, the 
data in Figure 1 show that 49% of the total households in the Western Balkan 
region cannot afford an unexpected event of expenses equal to the international 
poverty threshold, 36% of the total households can hardly afford such a shock, 
while only 15% of households can easily afford an unexpected expenditure event. 
In Montenegro, Serbia, Kosovo, and North Macedonia, more than half the 
households (52–58 % of total households) declared themselves to be financially 
fragile, while in Albania and Bosnia-Herzegovina, the data indicate a lower 
percentage of financially fragile households, 43% and 32% respectively. On 
average, 33% of households in North Macedonia, Kosovo, Serbia, and 
Montenegro can only with difficulty cope with a sudden shock equal to the 
international poverty threshold, while an average of 12% of households in these 
countries can easily cope with such a shock. Regarding Albania and Bosnia-
Herzegovina, we observe a higher percentage of households that can hardly cope 
with this shock, at 39% and 46% respectively, while 20% of the households in these 
countries can easily withstand such a shock. 

Figure 1: Meeting unexpected expenses shock with their own funds  

Source: LiTS (2016), simple averages 

Table A1 (in the Appendix) provides some characteristics of financially and non-
financially fragile households for each country in the Western Balkans. In general, 
the head of financially fragile households is female, has a low level of education, 
is not employed (retired, students, unemployed), is unmarried, and is older. 

19% 21%

10% 12% 15% 12% 15%
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Furthermore, financially fragile households are characterised by a low level of 
income compared to the other types of households, have more financially 
dependent children, are more exposed to mortgage loans, have fewer real assets, 
such as a second dwelling, and live mainly in rural areas. At the cross-country 
level, more differences are observed in households’ characteristics, reflecting the 
dissimilarities in the economic and financial situation between the countries. 
Thus, we notice that in Albania and Bosnia-Herzegovina, financially fragile 
households have a lower percentage of mortgage loans, a lower percentage of 
bank accounts, and a lower percentage of ownership of real assets in the form of 
a second dwelling. In contrast, in the rest of the countries in the Western Balkans 
(North Macedonia, Kosovo, Montenegro, and Serbia), financially fragile 
households are characterised by a higher exposure to mortgage debt, are more 
financially committed, and report a higher percentage of second dwelling 
ownership. 

3.2. Methodology 

As we mentioned above, one issue concerning household financial fragility is the 
lack of a uniform measure for this concept. In this paper, we have used the 
approach of Lusardi et al. (2011) and Brunetti et al. (2012), who define a 
financially fragile household as one which is unable to withstand an unexpected 
shock. To assess household financial fragility, we used a direct question from the 
third wave of the Life in Transition Survey (LiTS) of EBRD as follows:  

“Could your household meet with own resources unexpected expenditures up to 
international poverty threshold5?”  

Each household can choose from the following answers: "yes easily", "yes with 
difficulty" and "no”. Through this question we assess whether households have 
sufficient resources to cope with an unexpected expenditure event equal to the 
international poverty threshold, which is the income level sufficient to cover the 
living costs of households. Based on the definition proposed by Lusardi et al. 

                                                            
5  In the survey, households are also asked whether, with their resources, they could afford an 

unexpected expenditure shock of up to the domestic poverty threshold. Because our interest is 
in comparing the ability of households facing a shock across countries, we decided to use the 
international poverty line as a consistent shock across countries to account for differences in 
their purchasing power (Jolliffe et al., 2022). 
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(2011), we classified those who answered “no” to the above question as financially 
fragile households. 

As our aim is to explain how socioeconomic and demographic factors are related 
to households’ financial fragility, we estimated a probit regression model as 
follows.  

𝐻𝐻𝐻𝐻�∗ = 𝒙𝒙𝒊̀𝒊𝜷𝜷 + 𝝁𝝁𝒊𝒊 , (1) 

where 𝐻𝐻𝐻𝐻�∗ is a dummy which takes the value of 1 if a household is financially 
fragile and 0 otherwise, while 𝒙𝒙𝒊̀𝒊 represents exogenous variables and 𝝁𝝁𝒊𝒊 is a 
random disturbance.  

The probability of a household being financially fragile is determined as follows:  

Pr (𝑦𝑦� = 1|𝑥𝑥�𝛽𝛽) = Pr(𝑯𝑯𝑯𝑯∗𝒊𝒊 > 𝟎𝟎) = Pr� 𝒙𝒙𝒊̀𝒊𝜷𝜷 + 𝝁𝝁𝒊𝒊 > 𝟎𝟎� = 𝟏𝟏 𝟏 𝟏𝟏𝒖𝒖�𝟏𝒙𝒙𝒊̀𝒊𝜷𝜷�, 

where 𝑭𝑭𝒖𝒖 is the cumulative distribution function of 𝝁𝝁𝒊𝒊 and the exogenous 
variables, 𝑥𝑥� , represent observed variables made up of various household socio-
demographics and households’ preferences in terms of portfolio composition and 
risk. Regarding household demographics, we take into account the gender, the 
age of the household head, and his/her employment status (retired or other 
inactive/unemployed, with employees forming the omitted category). We control 
for marital status with group dummies that distinguish between single and 
others/widow/separated/divorced and married as the reference group. We 
consider the education level of the household head, distinguishing between 
primary, secondary (as the base category) and tertiary levels, as an important 
factor in determining the ability of a household to handle an unexpected event. 
We consider financially dependent children by including a categorical variable 
that represents the number of children aged less than 16 years from one to more 
than four, where zero children represents the base category. Furthermore, we 
examine whether there are differences in household behaviour toward fragility 
between households located in rural areas versus those in urban areas.  

Finally, we include a dummy variable that takes the value 1 if a household has a 
bank account to see how access to credit would smooth the ability of a household 
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to cope with an unexpected expenditure shock. Moreover, we include two 
dummy variables, one for the exposure of the household to debt mortgage to 
capture household preferences toward risk, and the other to see how home 
ownership is linked with household portfolio choices. As Campbell (2006) states, 
owning a home, often the largest asset in a household, can have important 
consequences for the household’s portfolio choices through a “wealth effect” or 
“crowding-out effect”. The “wealth effect” enables and encourages households to 
invest the remainder of their portfolio in risky assets (Campbell, 2006), while the 
“crowding-out effect” has the opposite effect, since a vast portion of a household’s 
wealth is automatically locked into the illiquid asset of housing (for further details 
of the housing effect on household portfolio choice, see Chetty & Szeidl, 2010; 
Chetty, et al., 2017; Li et al., 2022) 

4. RESULTS  

In this section, we explain how the various variables are correlated with the 
probability of households being financially fragile based on our probit regression 
model as summarised in Table 2. More concretely, estimates for all the 
households in the Western Balkan region are shown in column 1, while individual 
country estimates are presented in columns 3 to 7. Instead of parameters, we 
present estimated marginal effects which show the changes in the probability of 
households being financially fragile when explanatory variables change by one 
unit, ceteris paribus.  

Regarding the gender of the household head, we find that there is a greater 
probability of households being financially vulnerable when the household head 
is a woman than when it is a man. This result may be because female household 
heads are less likely to withstand an unexpected financial shock as they may have 
lower levels of income, education, or financial inclusion compared to men. We 
find statistically significant results for Albania, Bosnia-Hercegovina, North 
Macedonia, and Serbia, while for Kosovo and Serbia we do not find that the 
gender of the household head has any role. For all households in the Western 
Balkan region, having a divorced/widowed/separated household head increases 
their probability of being financially fragile compared to the case with a married 
household head. Among all the countries, we find significant results for 
Montenegro and Kosovo and partially significant results for Bosnia-Hercegovina, 
while we obtain insignificant results for the rest of the countries.  
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With regard to employment status variables, we observe that having household 
heads who are retired or student/unemployment/inactive increases the likelihood 
of household financial fragility compared to the case with employed household 
heads. We find statistically significant values for both parameters for Bosnia-
Hercegovina, North Macedonia, and Serbia, while for Montenegro and Kosovo 
significant results are obtained only for the category “others”, and in Albania we 
observe that retired household heads are associated with households that are not 
immune to unexpected financial shock. 

Concerning other variables, such as the age of the household head, the number of 
financially dependent children, and where the families live (rural/urban area), we 
do not find any significant coefficients for any of the households in the Western 
Balkans, although we get some mixed results from country estimates between the 
age of the household head and the likelihood of being financially fragile. Thus, 
for Bosnia-Hercegovina, Montenegro, and Kosovo we find that households with 
older household heads have a higher probability of being financially fragile, while 
for Albania and Serbia we find opposite results, with households with an older 
household head being more resilient than those with younger household heads. 

For all households, we find that education significantly decreases the probability 
of financial fragility. More concretely, it falls by 14 % in the case of household 
heads who have a bachelor’s or higher degree compared to those with a high 
school diploma, while household heads with only primary level education lead to 
an even higher probability of the household being financially fragile. Presumably 
having a higher education improves the ability to deal with shocks due to better 
financial management and planning. As Lusardi et al. (2011), Halser & Lusardi 
(2019), and Clark et al. (2020) point out, better-educated household heads are 
more likely to be more capable of handling an unexpected expenses shock with 
their resources because they better manage and plan their finances. Additionally, 
higher education may also account for better career prospects, and, as a result, 
these households may enjoy higher income and are then more resilient to shocks 
than others (Lusardi & Mitchel, 2008; Lusardi et al., 2011; Brunetti et al., 2012; 
Halser & Lusardi, 2019). Country estimates also confirm this result, thus 
indicating that better-educated households have a lower likelihood of being 
financially fragile than households with less education.  

20

Economic Annals, Volume LXVIII, No. 239 / October – December 2023



The next sets of explanatory variables concern households' preferences regarding 
financial inclusion, financial risk, and the composition of households' portfolios. 
Our results indicate that having a bank account reduces the probability of 
households’ being financially fragile by 12 % compared to households without a 
bank account. Thus, access to the financial sector could facilitate the affordability 
of an unexpected expenditure shock through access to credit. This is the case for 
households in all the Western Balkan countries, except North Macedonia. This 
result is in line with large literature showing that access to bank smooths the 
ability of households to withstand a shock (Demirgüç-Kunt, & Klapper, 2013). 

In terms of the financial risk variable, measured through exposure of a household 
to mortgage debt, we find a negative but insignificant result at the regional and 
country levels. This result might be due to fact that the financial system in this 
region is underdeveloped, is dominated by banks which are stricter in their 
screening procedures, and ensures that wealthier households receive loans so that 
loans can be repaid without difficulty. Furthermore, this result is more in line 
with the work of Brunetti et al. (2012), which shows that Italian households with 
a formal debt are more resilient than those with an informal debt, since the latter 
are more financially fragile. Information on the exposure of individuals to 
informal debt is not available in the LiTS database, thus not allowing us to do an 
analysis similar to that of Brunetti et al. (2012) for countries in Western Balkan 
countries, where family ties are important (Sanfey et al., 2016). For the home 
ownership variable, we find that owning a second dwelling might reduce the 
likelihood of household financial fragility, in line with “crowding-out effect”. This 
result shows that investing in housing discourages households from investing in 
risky assets. One reason for this is related to the fact that a vast portion of a 
household’s wealth is automatically locked into the illiquid asset of housing, as 
pointed out by Chetty and Szeidl (2007, 2010) and Li et al. (2022). Another reason 
is that financial markets in this region are new and not very developed (Sanfey et 
al., 2016; Comunale et al., 2019) and do not offer a substantial variety of financial 
products, which limits the choice of financial instruments (European Investment 
Bank, 2018). In general, there is little capital market activity, the penetration of 
financial products is negligible, and non-bank financial institutions are 
insignificant (Comunale et al., 2019). For example, based on household-level 
data, Dushku and Çami (2022) showed that savings accounts and deposits are the 
usual instruments for saving in Albania, while bonds, mutual funds, and other 
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risky assets are the domain of wealthier households. At country level, we find that 
in Albania, Bosnia-Hercegovina, Serbian, and Kosovo, owning a second dwelling 
reduces the probability of households being financially fragile, while we do not 
find any significant results for North Macedonia and Montenegro. Empirical 
literature for Albania shows that home ownership is considered as an important 
investment in the absence of other profitable investments (Rebi, 2016). 

Table 2: Average marginal effect for all Western Balkan countries6  

 All ALB BH NM MN KS SB 
Gender: 
Female 

0.0522* 0.108** 0.0695* 0.109*** -0.0211 -0.0306 0.114*** 

p-value (0.085) (0.035) (0.093) (0.009) (0.660) (0.442) (0.003) 
Marital status (omitted category: Married) 
Single 0.0319 -0.0562 0.0306 -0.0278 0.129*** 0.0861* 0.000948 
p-value (0.310) (0.208) (0.406) (0.519) (0.001) (0.017) (0.983) 
Others 0.0706*** -0.0549 0.0796* 0.0185 0.124*** 0.0941* 0.0718* 
p-value (0.001) (0.385) (0.051) (0.706) (0.007) (0.080) (0.095) 
Employment status (omitted category: Employed) 
Retired  0.114*** 0.167*** 0.0890* 0.0976* 0.0464 0.0330 0.167*** 
p-value (0.000) (0.000) (0.034) (0.025) (0.277) (0.523) (0.000) 
Others 0.0824*** 0.0203 0.114*** 0.119** 0.0859* 0.0699** 0.125* 
p-value (0.000) (0.604) (0.000) (0.002) (0.015) (0.037) (0.013) 
Age level (omitted category: Age 35-lower) 
36-50 years  0.0213 -0.0212 0.0768 0.0211 0.0444 0.0708 -0.137** 
p-value (0.519) (0.725) (0.113) (0.696) (0.481) (0.186) (0.025) 
51-65 years  0.0345 -0.0938 0.144*** -0.0229 0.0949 0.0675 -0.0856 
p-value (0.408) (0.127) (0.002) (0.689) (0.100) (0.181) (0.197) 
older 65 years 0.0310 -0.130* 0.175*** -0.0465 0.134** 0.137*** -0.197*** 
p-value (0.626) (0.055) (0.012) (0.509) (0.053) (0.015) (0.016) 
Education level (omitted category: Secondary level) 
Primary level 0.0879*** 0.108* 0.121*** 0.0588 0.0757 0.0942** 0.135*** 
p-value (0.000) (0.082) (0.004) (0.111) (0.188) (0.023) (0.002) 
Tertiary level -0.137*** -0.0998** -0.138*** -0.130*** -0.220*** -0.107** -0.130** 
p-value (0.000) (0.013) (0.000) (0.003) (0.000) (0.003) (0.012) 

                                                            
6  Additionally considering that countries in the Western Balkans have different economic levels, 

we have re-estimated our main model using a different threshold level, equal to the domestic 
poverty threshold for each country. The results of this re-estimation are available from the 
author upon request. 
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Having financially dependent children (omitted category: no children) 
1 child -0.000984 -0.0331 0.0710 -0.0727 -0.0121 0.0361 -0.0489 
p-value (0.970) (0.453) (0.128) (0.137) (0.863) (0.454) (0.394) 
2 children -0.00725 0.0631 -0.0482 -0.0902 -0.0721 0.00969 0.0366 
p-value (0.757) (0.261) (0.351) (0.222) (0.270) (0.865) (0.549) 
3 children -0.0232 0.0524 0.0374 -0.00297 -0.112 -0.104 0.498*** 
p-value (0.654) (0.674) (0.750) (0.977) (0.398) (0.064) (0.008) 
4 or more 0.0349 0.175 0.225** -0.0814 -0.0301 0.0653 -0.293 
p-value (0.394) (0.135) (0.047) (0.583) (0.738) (0.287) (0.094) 
Rural area 0.0295* 0.0869 0.0441 -0.00974 -0.00239 0.0291 -0.00756 
p-value (0.096) (0.120) (0.373) (0.889) (0.969) (0.578) (0.906) 
Having bank 
access 

-0.117*** -0.211*** -0.0933*** -0.0201 -0.0781* -0.127*** -0.0896** 

p-value (0.000) (0.000) (0.002) (0.697) (0.076) (0.000) (0.048) 
Having a 
mortgage 
loan 

-0.00832 -0.118 0.0356 -0.0855 0.0550 0.0216 -0.0770 

p-value (0.729) (0.117) (0.403) (0.352) (0.345) (0.589) (0.303) 
Owning 
second 
dwelling 

-0.102*** -0.152** -0.112*** -0.0485 -0.0846 -0.110** -0.0969* 

p-value (0.000) (0.012) (0.009) (0.429) (0.119) (0.013) (0.059) 
Country 
dummy 
(omitted-
Albania) 

       

BH -0.131***       
 p- value (0.000)       
NM 0.107***       
 p- value (0.000)       
KS 0.0836***       
 p- value (0.000)       
MN 0.0386**       
 p- value (0.003)       
SB 0.0653***       
 p- value (0.000)       
Pseudo R2 0.096 0.133 0.145 0.044 0.081 0.076 0.088 
N 7867 1328 1341 1347 1167 1386 1298 
Average marginal effects based on ordered logit regression with robust standard errors clustered 
at country level, (column 1) and PSU level (rest of colums). * significant at 10%; ** significant at 
5%; *** significant at 1%. 
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5. FINAL REMARKS  

In this paper, based on household-level data for the third wave of the LiTS of the 
EBRD (2016), we analysed household financial fragility in Western Balkan 
countries prior to the COVID-19 pandemic crisis using the approach proposed 
by Lusardi et al. (2011), which defines financially fragile households as those that 
are not able to deal with an unexpected expenditure shock.  

The data show that half the households in this region are financially fragile when 
the expenditure shock is equal to the international poverty line and less than one-
third of households when the hit is equal to the domestic poverty line. These 
findings indicate that any shock that may affect households could damage their 
financial position and as a result may have a large effect on household well-being 
and their economic situation. We find that demographic factors have a high 
correlation with the probability of a household being financially fragile. More 
specifically, households with female and/or retired or unemployed household 
head have a higher probability of being financially fragile than households where 
the household head is male and/or employed. The estimated results for all the 
households in the Western Balkan countries, as well as country estimates, show 
that education level negatively affects the probability of household financial 
fragility. As we find in the literature, better-educated household heads improve 
the ability to deal with shocks due to better financial management and planning, 
in line with Lusardi et al. (2011), Halser & Lusardi (2019), and Clark et al. (2020). 
We find that having bank access and owning a second dwelling lower the 
probability of households being financially fragile in the case of all the households 
in the Western Balkans and for almost each country in this region individually. 
These results suggest that bank access can facilitate the ability of households to 
withstand an unexpected event. Moreover, households in this region invest more 
in illiquid assets, such as home ownership, in spite of holding risky financial assets 
and this effect is more dominant in Albania, Bosnia-Herzegovina, Kosovo, and 
Serbia, where housing is considered an investment opportunity.  

Despite assessing the level of financially fragile households in the Western Balkan 
region and the factors associated with this, we need to understand the 
mechanisms and policies we have to promote and implement to improve 
financial resilience as opposed to household fragility. Owing to the lack of data 
on assets and liquidity in the LiTS, we cannot determine whether financial 
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fragility is due to a lack of saving, to overspending, to attitudes toward future risk 
or to close social ties that might reflect on the borrowing networks of family and 
friends. In addition, a low level of financial literacy could also play a role in 
explaining the lack of precautionary saving to deal with risk. These are some 
elements that would need to be addressed in future research.  
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1. INTRODUCTION 

A country can increase its production and wealth only if it produces in sectors 
that are competitive. In the case of a small economy that relies mainly on export-
led growth, this means that these industries must be competitive externally vis-à-
vis other countries. The elimination of trade barriers over the last 30 years has 
established a new system of free international trade, and the global expansion of 
trade has exposed domestic firms to international competition, intensifying their 
vulnerability and the levels of international competition. 

The Slovak Republic is a small economy with a degree of openness of more than 
180% (Eurostat database, 2022), with foreign trade playing a key role. The small 
size of the country's economy is connected with the necessity for export-oriented 
growth. Trade integration has facilitated economic development and the EU has 
played an important role in this integration. A country's participation in such an 
integration union requires the ability to cope with the competitive pressure of the 
single market. Increasing trade competitiveness thus becomes more important 
than ever for the country. At the beginning, the Slovak Republic was a transition 
country with an inadequate economic structure, a gap between supply and 
demand, and a significant technological lag compared to developed countries. 
Successful reforms at the beginning of the 21st century contributed to the 
accession of the Slovak Republic to the European Union on 1 May 2004, which 
contributed to an acceleration of economic growth and increasing openness of 
the Slovak economy. The adoption of the euro on 1 January 2009 and the 
subsequent reduction in exchange rate risk further strengthened the process of 
integration of Slovak foreign trade into the European market. The single 
European market represents an important target for Slovakia, as more than 90% 
of Slovak exports go to European countries (Eurostat database, 2022). With the 
accession of the Slovak Republic to the EU, the national market increased, and 
along with integration came the pressure to continuously improve the goods 
offered to be competitive on the international market. In an environment of 
increasing global competition, Slovakia, like other countries, faces the challenge 
of maintaining its position in international trade. It is therefore important to 
ensure the competitiveness of the domestic production in foreign markets. 

Competitiveness of a nation was originally mainly associated with exports and 
international trade (McGeehan, 1968). Competitiveness can be understood as a 
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country's ability to sell its products on the international market (OECD, 1992, p. 
237). Trade competitiveness can be based on a lower price or higher quality of the 
country’s goods compared to competing goods. Prices play an increasingly minor 
role in attracting and, in particular, maintaining trade competitiveness. In 
particular, countries lagging behind technologically specialise in sectors where 
price is the main factor of competitiveness. These countries, like Slovakia at the 
beginning and during the transition, have a competitive advantage based on low 
wages and intensive use of energy or environmental resources (Wolfmayr, 1998). 
However, trade competitiveness built solely on prices and the production of low-
technology and labour-intensive products may quickly be lost. This is especially 
true today, when new competitors are coming onto the world market with 
extremely low production costs, primarily due to cheap labour. Once a low-wage 
advantage is exploited, it becomes crucial for a country to move into technology-
intensive production. Developed industrialised countries can only compete with 
countries that have relatively with cheap labour if they produce sophisticated 
products and their competitiveness is based on quality. Quality competition is 
defined as “a competitive environment, in which upgrading quality, and 
increasing the willingness to pay is important relative to competing at low prices” 
(Aiginger, 2001, p. 6). Slovakia, with its high levels of openness and foreign 
dependence, is reliant on maintaining and increasing the competitiveness of its 
exports. Therefore, the aim of this article is to reveal the areas and nature of the 
competitiveness of Slovak exports and its development over the past decades. We 
extend the existing literature with an analysis of the development over the last 
decade when Slovak foreign trade was affected by significant factors in the form 
of integration, restructuring, and FDI inflows. 

A further aim of this article is to analyse the competitiveness of Slovak foreign 
trade under the conditions of the EU-27 market and its development in the period 
1999–2021. We identify the competitive product groups by calculating the RCA 
indices for individual product groups. The products (sectors) with the highest 
values of this index represent the main source of economic growth and 
employment in the Slovak Republic. Subsequently, the type of competitiveness is 
identified. The paper is divided into five sections. Section 2 deals with an overview 
of literature, which focuses on the issue of measuring and assessing the foreign 
trade competitiveness. Section 3 outlines the methodology and data used in the 
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analysis, while Section 4 presents the empirical results and their description. 
Section 5 summarises the findings.  

2. LITERATURE REVIEW 

International competitiveness of trade in goods and services refers to a nation's 
trade advantage vis-à-vis the rest of the world. In this sense, trade advantage 
occurs whenever the economic welfare of a nation improves as a result of trade 
(Coldwell, 2000, p. 418). According to trade theory, economic welfare is 
dependent on the production of goods and services in which a country has a 
comparative advantage. 

Traditional theories explain a country's trade competitiveness on the basis of 
international differences in labour productivity (Ricardo, 1817) or factor 
endowments (Heckscher, 1919; Ohlin, 1933) in the production of homogeneous 
goods. The basic factor of production in the Ricardian model is labour. Lower 
labour costs act as opportunity costs, moving production from one country to 
another, through trade (Krugman et al., 2018). In the Heckscher–Ohlin view, 
comparative advantages in international trade are the result of differences in the 
endowment of production factors. Trade specialisation and comparative 
advantage are explained in these models from the side of inputs into production.  

Measuring comparative advantages and testing the H-O theory is not at all easy 
in practice. Information on production costs should be obtained from individual 
countries before undertaking activities in international trade, which is almost 
impossible in practice. On this basis, Balassa (1965) suggested that it is not 
necessary to define all the factors of a country´s comparative advantage and the 
initial relative prices, but that it is possible to define a comparative advantage 
based on ex-post international trade data as "revealed" on the basis of the observed 
existing patterns of trade. Such a comparative advantage derived from the 
observed data is defined as the revealed comparative advantage (RCA) and, in 
practice, is a generally accepted method of analysing trade data. This method does 
not examine the potential competitive advantages, but the resulting 
competitiveness of the country. That makes it possible to consider non-price 
factors that are not considered in the Heckscher-Ohlin theory.  
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Liesner was the first who contributed to the theory in 1958 and tried to measure 
the revealed comparative advantage of Great Britain over the Common Market, 
which was the first empirical study in the field of RCA (Liesner, 1958). Balassa 
(1965) proposed an index (also called the Balassa index), which represents an 
improved form of measurement of the revealed comparative advantage based on 
export data and is widely used in the empirical literature. After Balassa, a number 
of studies improved the definition of RCA. Vollrath (1991) offered alternative 
ways of measuring a country's comparative advantage based on RCA, namely the 
relative trade advantage (RTA), revealed competitiveness (RC), and the relative 
export advantage (REA). The advantage of these indices is that they include both 
the supply and demand side of trade. The problem with the implementation of 
these methods of measurement of the RCA is that the pattern of trade can be 
distorted by government intervention in the form of restrictions on imports, 
export subsidies, and other protectionist measures, which may cause 
misinterpretation of the comparative advantage. Greenaway and Milner (1993) 
removed the distortion caused by interventions and used a price-based 
measurement of the RCA, called an implicit revealed comparative advantage 
(IRCA), which also considers the possibility that the country records both 
simultaneous exports and imports with a certain commodity or within a certain 
industry. Fertȍ and Hubbard (2003) used the coefficients of nominal assistance 
estimated by the OECD for countries and commodities to filter the effect of 
possible distortions in measuring Hungarian agri-food sector RCAs vis-à-vis the 
EU.  

The traditional RCA index provides a static analysis of comparative advantages, 
but is unable to explain their transitional changes in time. For the identification 
of dynamic changes, Edwards and Schoer (2002) built a dynamic RCA index, 
which is used for the analysis of the dynamic market position of competitors in 
the market through the disaggregation of RCA growth into its components. Based 
on the observed relative trends in the share of the commodity in a country's 
exports and global exports, it is possible to identify a dynamic market position 
and divide the exported goods into 6 groups: (i) rising stars, (ii) falling stars, (iii) 
lagging retreat, (iv) leading retreat, (v) lagging opportunity, and (vi) lost 
opportunity. 
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Depending on the alternative version of the indicator used, inconsistent results 
may occur. For this reason, careful interpretation of the resulting indices by 
economic policy makers is necessary. French (2017) applied a widely used class 
of quantitative trade models to evaluate the usefulness of measures of revealed 
comparative advantage and found several common uses of RCA indices for 
certain tasks. Although various authors have provided alternative measures, no 
one has succeeded in overcoming all the drawbacks and the Balassa index is still 
recognised as a standard index for accessing comparative advantages in trade (Yu 
et al., 2009). 

One of the authors who assessed the nature of foreign trade specialisation and 
competitiveness according to output indicators was Aiginger (1997), who, 
through the use of unit values of exports and imports, divided industries into 
those based on price competition and industries where non-price (qualitative) 
competition prevails. Unit value can be both an indicator of cost and quality. A 
low unit value can reflect low costs, but also insufficient production performance. 
Higher unit value means the ability of a country to sell the same product at a 
higher price due to the rise in production costs or, for example, due to marketing, 
advertising, or quality. In general, high-skill and high-tech industries achieve the 
highest export unit values (Aiginger, 2001). However, there are also cases when 
high unit values are associated neither with high-tech industries nor with the use 
of a highly skilled workforce and are not an indicator of quality. This may be the 
case when unit values are high because the weight is low. Another case is 
reprocessing, where a country imports semi-finished product that are further 
processed or assembled using cheap labour and then exported back with a slightly 
higher unit value. Another exception may be precious metals, where supply is 
lower than demand.  

In order to determine the character of foreign trade competitiveness and to 
distinguish between price and quality competition in foreign trade, Aiginger 
(1998) used the idea of revealed price elasticity (REVELAST). In order to 
differentiate industries where unit value reflects costs and those where it is the 
result of differences in quality, product differentiation or market power, he 
applied the following principle: if unit values reflect costs (and therefore price 
competition) and the product is homogeneous, high-cost countries will be net 
importers in terms of the volume of goods. On the contrary, price competition 
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will cause lower prices to lead to higher export volumes. On the other hand, if 
there is qualitative competition within trade, high unit values (higher prices) will 
also be associated with a high volume of exports. By applying the above criteria, 
it is possible to divide industries into four segments according to whether or not 
price or quality competition dominates. Brito et al. (2012) used the REVELAST 
approach to evaluate the quality-cost choice of R&D in nations´ exports. 
Kostoska and Mitrevski (2016) calculated unit values to signal Macedonia’s 
quality position and performed a country-specific segmentation of markets 
according to the revealed price elasticity concept. 

Many empirical studies have assessed the competitiveness of foreign trade. The 
authors focus on either a specific country or an integration union. From the 
studies related to Slovakia, we can conclude that the Slovak economy has been 
developing in a similar way to other Central European countries. Vokorokosova 
and Čarnický (2003), on the basis of the RCA index, found that in the early 2000s 
Slovakia was competitive in relatively high capital-, material-, and labour-
intensive production. Slovak trade competitiveness was based on cost 
competition exploitation, with production and trade suffering from insufficient 
foreign investment, high import intensity, and low value added. According to 
Borbély (2006), the new and cohesion countries of the EU were competitive in 
middle- and low-quality products. EU integration and eastern enlargement were 
expected to stimulate structural adjustment and economic specialisation, which 
were to be the driving forces for structural change in the European economies. 
Bobáková and Hečková (2007) found that Slovakia´s trade was dominated by 
price and cost competitiveness and products dependent on raw materials and 
energy sources. The industry was lagging behind in its competitive ability in 
relation to high-tech products. Pavličková (2013) quantified the competitiveness 
of Slovak foreign trade using the complex range of methods including the 
REVELAST approach to determine the character of its competitiveness until 
2011. The results confirmed that its production was competitive in the European 
market, although mainly in relation to prices. According to Aiginger (1998), the 
largest positive contribution to the Slovak Republic’s trade balance comes from 
sectors in which the Slovak Republic is cheap and markets are price elastic. 
Among the transition countries, where the prices are still not set at full cost, 
Slovakia has the second largest sector with successful price competition and the 
lowest unit value of exports. Zábojník and Borovská (2021) define the key 
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indicators of the competitiveness of the Slovak Republic in third countries’ 
markets using the basic indicators export volumes, market share, RCA, and 
export gap. Their findings indicate insufficient policy in relation to export 
competitiveness in third country markets as determined by institutional and 
general economic policy. 

3. METHODOLOGY 

To assess the trade competitiveness of the Slovak economy, we used two methods 
that allowed us to identify and determine competitive areas of production as well 
as the nature of their competitiveness and development.  

First, we analysed and identified product groups in which the Slovak Republic is 
competitive against the EU-27. To do this, we used the Balassa index of revealed 
comparative advantages (RCA index), which is expressed as follows: 

RCA index = (Xij/Xit) / (Xnj/Xnt) = (Xij/Xnj) / (Xit/Xnt), (1) 

where X represents exports, i is a country, j is a commodity (or industry), t is a 
group of commodities (or sectors or total exports), and n is a group of countries 
(or the world). 

The RCA index thus measures the share of commodity (industry) exports in a 
country's total exports relative to the ratio of the commodity's exports to the total 
exports of the selected group of countries (or worldwide). In other words, it 
compares a country's share of the world commodity market with that of all 
commodities. A comparative advantage is considered to be revealed if the RCA 
index is greater than one, i.e. the commodity's share of the country's exports is 
greater than its share of world exports. If the RCA index is less than one, the 
country has a comparative disadvantage in exporting the product (industry). For 
the purposes of our analysis, we have adjusted the index to calculate the share of 
exports of a certain product group in the total exports of Slovakia against the 
share of this group of goods in the total exports of the European Union. 
Considering that the aim of the present study is the position of the Slovak 
Republic in the conditions of the European market, we used EU-27 trade flows 
instead of the world market for comparison. In this sense, we measure RCAs with 
respect to the EU as a comparison. Moreover, the comparison with the EU market 
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eliminates the impact of different domestic trade policy interventions, as 
Slovakia, as an EU member, has the same basic trade policy setting. Therefore, 
factors determined by domestic policies should not influence the results. Since 
the aim of our paper is to assess the structure of foreign trade specialisation in 
recent decades, not its future potential, we used a static approach based on the 
traditional RCA indicator, which can be used to evaluate commodity 
specialisation but cannot infer future comparative advantages. A dynamic 
approach may lead to misleading conclusions, as the development of the Slovak 
economy and the sustainability of determined comparative advantages in recent 
years have been significantly influenced by unpredictable events (e.g. the 
COVID-19 pandemic, war in Ukraine). 

Subsequently, we determined the character of the competitiveness of identified 
competitive product groups. To distinguish between the price and non-price 
(qualitative) competitiveness of individual industries, we used the concept of 
revealed price elasticity (REVELAST), introduced by Aiginger (1998). This 
method is based on the calculation of unit values (UV), which can be defined as 
the ratio of the value to the quantity (Q) of export/import. For the purposes of 
this analysis, we calculated these as the value of exports (imports) in EUR divided 
by the quantity in kilograms. Based on a comparison of the quantitative balance 
in trade and the unit values of individual SITC items, we divided them into four 
segments according to the nature of competitiveness: 

− The SQC segment – successful quality competition (sector of excellence) – 
includes industries where the quantity exported exceeds imports despite high 
unit values (Qexp > Qimp, UVexp > UVimp). This is the result of high-quality 
production or specialisation in the most sophisticated market segment. These 
sectors have the greatest prospect of technological or dynamic 
competitiveness. 

− The SPC segment – successful price competition – covers price-elastic goods 
where the country achieves a trade surplus due to a lower domestic price (Qexp 
> Qimp, UVexp < UVimp). 

− The UPC segment – deficit in price competitiveness (outpriced sector) – 
contains price-elastic goods whose unit value is high in the home country, for 
example due to high production costs, and this leads to a trade deficit (Qexp < 
Qimp, UVexp > UVimp). 
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− The UQC segment – structural problems (unsuccessful quality competition) – 
comprises sectors with trade deficits despite low prices (Qexp < Qimp, UVexp < 
UVimp).  

We used the Eurostat database from which we obtained data on the export and 
import performance of the Slovak Republic and the EU-27 for the period 1999–
2021. The analysed products were classified according to SITC (Standard 
International Trade Classification, Rev. 4), a two-digit classification, at the level 
of sections and divisions.  

4. RESULTS 

Slovakia's position as a former centrally planned economy has long been subject 
to many historical factors in terms of international trade. An important role was 
played not only by internal economic and political conditions, but also by 
fundamental changes in Slovakia's international position. The transformation of 
the Slovak economy from a centrally planned economy to a market economy was 
also reflected in foreign trade by the changing territorial structure of trade, with 
priority being given to a change of orientation from the Council for Mutual 
Economic Assistance countries (CMEAS/COMECON) to advanced world 
markets, in particular those of Western Europe and the EU countries. Following 
the establishment of an independent Slovak Republic, there was a need to 
increasingly target EU markets as the existing production capacities were no 
longer geared towards the markets of the former CMEAS countries. Slovak 
exporters were increasingly focused on Western markets, but the economy's 
dependence on raw material supplies from Russia persisted. At the beginning, the 
Czech Republic, with which the Slovak economy was linked in supplier-customer 
relations, had the largest share of Slovakia’s foreign trade and this primacy lasted 
until 1997. In 1998, the Czech Republic was replaced by Germany, which still 
retains its leading position as first trading partner. Mutual foreign trade is mainly 
the subject of activities of automotive companies and large-scale foreign direct 
investments. The territorial structure of foreign trade of the Slovak Republic has 
gradually been transformed, and the share of OECD and EU countries in both 
exports and imports has increased, which was also supported by Slovakia's 
accession to the European integration structures. At present, European countries 
account for around 90% of Slovak exports and almost 70% of Slovak imports 
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(Eurostat database, 2022). The V4 countries remain an important market for 
Slovakia's exports.  

Since the 1960s, Slovakia has focused mainly on the export of machinery and 
metalworking products. Fuels, raw materials, and semi-finished products were a 
key component of imports. The transformation of the Slovak economy into a 
market economy has largely changed production in many sectors of the economy. 
Slovakia had unused production capacities, mainly in the arms industry, which 
was built for export to the CMEAS countries. Structural changes have mainly 
affected the mechanical engineering sector, where many products saw a 
significant drop in exports and an increase in imports.  

Table 1. Shares of product groups in total exports/imports (%) 

 
Source: Author´s calculations, Eurostat data 

From 1995, the share of iron and steel exports in Slovak exports gradually started 
to decline, which can be considered a positive trend in terms of export orientation 
towards products with higher added value. Road vehicle exports experienced a 
strong growth rate. The tradition of Slovak arms production and the number of 
unemployed workers who still had experience in engineering were among the 
driving forces behind the establishment of the automotive industry in the Slovak 
Republic. Exports of machinery and transport equipment increased from 39.1% 
of total exports in 1999 to 60.5% in 2021. The growth of road vehicle exports was 
significant due to foreign investors entering the sector. In the automotive 
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industry, the growth of exports was also accompanied by an increase in imports, 
in particular imports of parts and accessories for transport equipment. Most 
components for the Slovak automotive industry are imported from Germany, the 
Czech Republic, the Republic of Korea, France, and Poland. The position of 
commodities with a higher degree of finalisation in exports, such as 
telecommunications, sound and image recording and reproduction apparatus 
and equipment and electrical equipment, gradually strengthened, which is also 
linked to the entry of foreign investors in this domestic market. 

At present, the commodity structure of Slovak exports is concentrated in several 
sectors, mainly the production of transport equipment (passenger cars, their parts 
and accessories), electrical and telecommunications equipment (shafts, bearings, 
pumps, fans, compressors, boilers, televisions, and telephone equipment), and 
base metals and articles made from these (iron, steel, wires). The development of 
these sectors is the main driver of the Slovak economy. Slovakia imports 
predominantly machinery and electrical equipment (computing, engines, pumps, 
mobile phones), raw materials (oil, gas, fuel, oils and coal), and transport 
equipment (cars and their parts and accessories). The share of machinery and 
transport equipment in Slovak imports increased from 37% in 1999 to 49% in 
2021, reflecting the high import intensity of this sector. 

Applying export data of the Slovak Republic and the EU-27 to the RCA index 
enabled us to identify in which product groups Slovakia has a comparative 
advantage and which product groups are competitive at European Union level. 
Figure 1 shows the development of the RCA index over the period under review 
in wider product groups (sections of SITC). More detailed RCA values for the 
SITC divisions in which Slovakia achieved a revealed comparative advantage and 
RCA greater than one for at least a few years are set out in Appendix 1.  

We then classified the product groups in which Slovakia achieves a comparative 
advantage according to the criterion of whether the unit values of their export 
were higher or lower compared to imports and according to the criterion whether 
the exported or imported volume of a given product group was higher 
(REVELAST method). This allowed us to categorise the traded product groups 
into four segments and determine what type of competitiveness a given export 
was based on. The character of competitiveness for more broad product groups 
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is shown in Table 2, and more detailed values for items with comparative 
advantages can be found in Appendix 2. 

Figure 1. Revealed Comparative Advantage (RCA index) in the Slovak Republic 
in period 1999–2021 (SITC Sections) 

 
Source: Author´s calculations, Eurostat data 

At the beginning of the analysed period, the Slovak Republic achieved a 
comparative advantage (RCA greater than one) in traditional labour- and capital-
intensive industries (Wolfmayr-Schnitzer, 1998; Peneder, 1999; Yilmaz & Ergun, 
2003) such as iron and steel production, machinery, paper and related products, 
clothes, and some chemical products. At this time, the Slovak Republic achieved 
the lowest export unit values among transition economies (Aiginger, 1998). 
Sectors with successful price competition were particularly dominant, mainly due 
to low labour costs. In a sector with successful qualitative competition, apparel 
and footwear industries prevailed at the beginning of the reporting period, where 
imports were re-exported after low value-added processing. The Slovak economy 
in this period was characterised by technological backwardness, an insufficiently 
restructured economy, an imbalance between domestic supply and demand, and 
a high need for imports of energy and minerals. However, Slovak export 
specialisation as well as the nature of its competitiveness changed due to 
transformation, European integration, and FDI inflows.  
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Table 2. Level and character of Slovak foreign trade competitiveness in selected 
years (SITC Sections) 

 
Source: Author´s calculations, Eurostat data 

Throughout the period under review, Slovakia remained competitive in 
manufacturing goods (6), although the comparative advantage decreased slightly. 
The biggest decreases can be seen in paper production (64), textile yarn and 
fabrics (65), and various metals and mineral manufactures. A revealed 
comparative advantage was achieved by Slovakia in the production of iron and 
steel (67). Historically, steel production was, is, and will remain one of the main 
pillars of the development of Slovak industry, although it accounts only for just 
over 5% of total exports. However, the Slovak comparative advantage in steel 
production has declined in recent decades (see Appendix 1), mainly due to 
increasing competitiveness from cheap Asian steel. For most of the above items, 
with a few exceptions, price competitiveness prevailed over the whole period.  

Higher values of the RCA index can also be found in some items of the 
miscellaneous manufactured articles (8), such as prefabricated buildings etc. (81), 
furniture (82), and footwear (85), but as a whole these traditional sectors of the 
Slovak economy were in decline and did not account for a large share of the 
exports. Footwear (85) and articles of apparel and clothing (84) initially had RCA 
values above 2 and their successful competitiveness was based on quality. 
However, within a few years, and especially after joining the EU, this success 
disappeared and there was a shift of production to other, cheaper areas. We can 
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see this trend in many developed countries, with production of these items 
moving to areas with an abundance of cheap labour, such as India, Bangladesh or 
China (Fitzpatrick, 1983; Bobáková & Hečková, 2007). Nevertheless, there was 
still a comparative advantage in the production of footwear. On the other hand, 
the textile industry lost its status and many production plants closed down. In 
recent years, the only sector in this segment that has been able to compete in 
terms of quality is that of prefabricated buildings, sanitary, plumbing, heating, 
and lighting fixtures and fittings (81). 

During the whole period, Slovakia experienced a comparative disadvantage in the 
section food and live animals (0), beverages and tobacco (1), chemicals (5), and 
other goods (9). Products in these taxonomic classes faced a lack of 
competitiveness or structural problems. The only exceptions are sugar 
production (06), fertilisers (27 and 56), and, in particular, the export of coins (96) 
due to the company Kremnica Mint, which was founded in 1328 and has been 
continuously producing coinage products for many centuries. The success of 
these items was based on low prices, but their share in exports was very small.  

The largest decrease in competitiveness based on the RCA index occurred in the 
section of mineral fuels, lubricants, etc. (3), in particular the production of 
petroleum and petroleum products (33). Products in this segment did not have 
the ability to compete on the market due to their prices. At the beginning of the 
period, the RCA value for this group was 2.67 and this gradually decreased to 
values just above 0.5. The opposite development can be seen in the export of 
electric current (35), the production of which became increasingly competitive, 
thanks to the growth of production and investment in atomic energy. 

The production of crude materials (2) also suffered a loss of competitiveness in 
all items. The comparative advantage in exports of oil-seeds (22), cork and wood 
manufactures (24), and crude fertilisers (27) decreased most significantly, with 
Slovakia being relatively competitive at the beginning of the period (RCA > 2.5), 
but underinvestment (Darmo, 2019) and increasing competition from other EU 
member states after integration caused it to decline. Despite this, Slovakia still 
maintained a certain comparative advantage in these items, based mainly on the 
abundance of natural resources in the form of forests and lower prices. In the case 
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of cork and wood manufactures (24), we can see a shift from price to quality 
competitiveness.  

The Slovak Republic achieved the most significant competitiveness on the basis 
of the RCA index in the category of machinery and transport equipment (7), in 
which Slovakia still has the highest competitive advantage, also among the V4 
countries (Brinčíková, 2022). The competitiveness of this sector, the main 
component of which is production in the automotive industry, has grown in 
recent decades and this growth has been strengthened by joining the EU. If we 
look at a closer specification, we can see that the RCA index achieved long-term 
high values in exports of road vehicles (78) and telecommunications and sound-
recording and reproducing apparatus and equipment (76). In these sectors, 
Slovakia showed high comparative advantages vis-à-vis the EU-27.  

The automotive industry is the basic pillar of the Slovak economy and its foreign 
trade, as confirmed by the highest and increasing values of the RCA index and 
the strong revealed comparative advantage. The share of the road vehicles group 
in exports increased from 18.8% in 1999 to 31.7% in 2021. In 2021, more than 
one million vehicles were produced in Slovakia, according to the Automotive 
Industry Association of the Slovak Republic (ZAP SR), and the country is the 
world leader in the production of cars per capita. There are four automobile 
companies operating in Slovakia (Volkswagen, Kia Motors, Stellantis, Jaguar 
Land Rover) and in July 2022 the fifth (Volvo) announced its arrival. The 
automotive industry's share of the total industry reached 47.7% in 2021, 13% of 
GDP, and the share of exports was 42 %. One of the incentives for the creation of 
the strong automotive industry in the Slovak Republic and the growth of its 
competitiveness took the form of the tradition of Slovak engineering and arms 
production and the amount of unemployed skilled labour with engineering 
experience during the period of transformation (Brinčíková, 2020). Furthermore, 
the advantageous geographical location of the Slovak Republic in the middle of 
Europe encouraged investors from other countries to invest in Slovakia because 
the distribution of cars to other countries is easier thanks to this. Foreign 
investors brought in new technologies and built more modern plants than in their 
home countries, which, together with low labour costs, formed the basis for 
competitive production. At the same time, the growth of this sector supported the 
development of other downstream sectors. A good example is the production of 
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tyres and other rubber components (62), in which Slovakia reached the RCA 
value 2.54 and thus a revealed comparative advantage.  

The production and export of road vehicles compete on quality, although the 
success in quality competition is based on assembling components, whereby the 
value added is quite low. The high inflow of FDI into the sector (Darmo, 2019; 
Brinčíková, 2020) has created the conditions for restructuring and changing the 
nature of their competitiveness. Foreign ownership supports the export 
orientation of the economy, as foreign affiliates trade more on average than 
domestically owned firms. Foreign-owned companies have higher productivity 
than local producers since foreign ownership makes it possible to exploit 
knowledge and innovations that are not locally available (Kostoska & Mitrevski, 
2016). By importing technologies from parent companies, they ensure transfer of 
technology. FDI bring positive effects on the productivity of domestic companies 
through knowledge spill overs and linkage effects. They also increase the quality 
and efficiency of domestic suppliers by demanding higher standards, thereby 
increasing the quality of deliveries in the country. This can be seen in the example 
of rubber manufactures (62), where, in addition to price competitiveness, 
qualitative competitiveness was also revealed over several years.  

The high values of the RCA index can be seen in the production of 
telecommunications etc. (76). The strongest sector of Slovak electrical 
engineering was the production of televisions, screens, printed circuit boards, and 
other electrotechnical components for televisions, which accounted for almost 
half of the entire electrical industry. The production of televisions has been a 
tradition in Slovakia since 1958. In particular, manufacturers' easier access to 
European markets following the enlargement of the EU, cheap labour, and quality 
suppliers of plastics and packaging materials contribute to the growth of 
production of this industry, what is also confirmed by the increasing share of this 
industry in total exports (from 1.5% in 1999 to more than 10% in 2021). All these 
factors are the basis for the successful price competitiveness of the sector, which 
was observed in most of the years under review.  

Although the competitiveness structure of Slovak exports has changed, its 
character has been preserved in most cases. Most of the competitive exports were 
and are based on low prices (the SPC segment – see Appendix 2), that is the result 
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of low labour costs which represent only half of average EU labour costs (14.2 
euro/hour in Slovakia as compared to 29.1 euro/hour in the EU-27 in 2021). 
These sectors include, in particular, labour-intensive industries such as 
manufactured goods (6) and various machinery equipment, some agricultural 
products (live animals – 00, cereals – 04, sugar – 06, oil-seeds – 22) and fertilisers 
(27; 56), which were price competitive during most of the period analysed. The 
gradual rise in labour costs1 followed by the rise in prices during the transition 
caused a loss of price competitiveness in some sectors. This can be seen in the 
production of chemicals, in particular plastics (57; 58), dairy products and eggs 
(02), non-ferrous metals (68) and manufactures of metals (69), power-generating 
(71), metalworking (73) and electrical machinery (77), office machines (75), and 
furniture (82). On the other hand, an increase in price competitiveness can be 
seen in the case of pulp and waste paper (25). However, even though some 
product groups in this segment have a price advantage, they can only be sold more 
cheaply in nearby markets due to high unit transport costs (agricultural 
products). 

The SQC segment, in which export unit values and export quantities are high, 
includes industries in which quality is important and Slovakia is able to compete 
in the foreign market. In this segment, we can find industries whose export is 
strongly associated with import for further processing. These are road vehicles 
(78) and other transport equipment (79) sectors and the downstream rubber 
industry (62). It is characteristic of the production of these items that Slovakia 
imports semi-finished goods, which are processed by cheap labour in new 
factories and re-exported, which is confirmed by the high import values in this 
group (more than 15% of total imports for road vehicles). This means that the 
simplest and most labour-intensive stage of production, which takes place in 
Slovakia as a low-wage country, is excluded from the main production process. 
This segment also includes several product groups with very few imports, or their 
qualitative advantage is based on natural resources (ores, wood, etc.) such as cork 
and wood production (24), and prefabricated buildings, sanitary, etc. (81), where 
the quality of production increased. In contrast to this, a loss of non-price 
competitiveness can be observed mainly in the production of articles of apparel 

                                                            
1  The average labour costs in Slovakia rose from 2.76 euro/hour in 1999 to 14.2 euro/hour in 

2021 (Eurostat database, 2021). 
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and clothing accessories (84), footwear (85), and live animals (00). In the latter, 
successful quality was replaced by a low price while maintaining competitiveness. 

The segments with insufficient price competitiveness or with structural problems 
(UQC and UPC sectors) include mainly beverages and tobacco production (1), 
crude materials (2), mineral fuels and lubricants (3), animal and vegetable oils, 
fats and waxes (4), and chemicals (5). This also corresponds to a great extent to 
the results of the RCA index, which is lower than one for these groups and 
represents revealed comparative disadvantage. It is characteristic of these sectors 
that Slovakia does not have sufficient resources for their production or their 
production shows a lack of investments and new technologies, which makes it 
expensive and inefficient. However, some of these product groups had the 
potential to increase their performance by increasing production efficiency and 
optimising transport costs.  

Our results confirm the findings of other authors concerning trade in previous 
decades. As observed by Vokorokosová & Čarnický (2003), Bobáková & Hečková 
(2007), and Pavličková (2013), Slovakia´s production structure is still raw and 
material abundant and specialised in simpler steps of production processes 
benefiting from lower production costs, and this specialisation continues to 
persist at present. The results fit into the expectations of international trade 
theory that transition countries newly integrated into foreign trade compete with 
low wages and seek to undercut prices in standardised markets. However, we can 
see some changes in the specialisation and competitiveness of Slovak exports. 
Confirming the expectations of Borbély (2006), integration into the EU and the 
eurozone stimulated structural adjustment and economic specialisation and 
attracted capital inflows. As a result of FDI and the change in the structure of the 
economy, the quality of production has risen. A slight shift towards the export of 
more sophisticated products promotes more sustainable development. However, 
the present study has its limitations. The results are based on static data analysis. 
They nevertheless provide a basis for further investigation in the form of an 
analysis of the dynamics of comparative advantages or an extension of the 
comparison of export competitiveness from the European market to the world 
market. 
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5. CONCLUSION 

Maintaining and increasing competitiveness is one of the fundamental conditions 
of a country´s economic growth and development. Applying export data to the 
RCA index has enabled us to identify in which product groups Slovakia achieves 
a comparative advantage and is competitive vis-a-vis the rest of the European 
Union. At present, Slovak exports are concentrated in several competitive sectors, 
namely the production of transport equipment (passenger cars, their parts and 
accessories), electrical and telecommunication equipment, and base metals and 
articles made from these (iron, steel, wires), the segments with a long tradition of 
production. Development in these sectors are the main drivers of the Slovak 
economy. 

We can consider the following factors as the main sources of the identified Slovak 
comparative advantages which impact on the scope and specialisation of its 
foreign trade: 

• Strategic location: The central location of Slovakia within Europe connects the 
markets of Eastern and Western Europe as well as the South and the North of 
Europe and brings production closer to the markets. Its location between the 
Czech Republic, Poland, and Hungary makes it possible to take advantage of 
external economies of scale, especially in the automotive industry, which is 
concentrated not only in production in these countries, but also in customer-
supplier relations. 

• Industrial tradition: A rich industrial heritage in the former arms and heavy 
industries underpinned the enlargement of the automotive, electrotechnical, 
engineering, and metal-processing sectors during and after the transition.  

• Participation in international institutions and blocs: Membership of the EU 
and EMU, WTO, OECD, and NATO has removed barriers to trade with 
member countries, which has increased the scope of mutual trade and 
investment flows and accelerated the specialisation and technological 
improvement of production. Open borders have allowed foreign companies, 
mainly from the EU, to outsource part of their production process to Slovakia 
via FDI.  

• Low labour costs combined with relatively high labour productivity: The low 
labour costs at the beginning of the reporting period attracted investments in 
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labour-intensive types of production, including processing operations such 
as car assembly or electrical engineering. 

• The availability of highly specialised professionals and a skilled workforce: The 
beginning of the transformation process was accompanied by the emergence 
of a high level of structural unemployment, characterised by the fact that 
Slovakia had a large number of available workers with experience and skills 
from the manufacturing industry without the possibility of employment in 
the defunct arms industry.  

• Low operational costs: Slovakia offers not only low labour costs, but also other 
operating costs for industrial production, such as maintenance, rents or 
supplies or shared services centres (including IT centres). Moreover, 
participation in the eurozone also eliminates foreign currency conversion 
costs for transactions with headquarters, suppliers, and purchasers. 

• Evolving infrastructure: Slovakia has good rail connections between the East 
and the West and is building new highways that connect other parts, making 
it easier to import parts and export finished products to other countries. 

• High R&D potential: This is represented by the presence of R&D centres and 
technology communities, extensive R&D and innovation networks, R&D 
incentives and collaborations between companies and local universities. 

• A favourable investment environment: Slovakia´s stable market economy with 
high growth potential, economic reforms together with government 
incentives, mainly in the form of the preferential tax regime, job 
contributions or discounted prices for real estate, have attracted huge foreign 
direct investments from developed countries. 

Slovakia's position as a former centrally planned economy has long been affected 
by many historical factors in terms of international trade. As a transition 
economy with low costs and prices, its trade in the early 2000s was price 
competitive and based on the export of labour- and capital-intensive products 
with low added value. Even after two decades, Slovak production is still 
competitive on the European market mainly through prices. However, 
integration into the European trading area and the gradual catching up with more 
advanced member states have caused a slight loss of price competitiveness. At the 
same time, as a result of FDI and the changing structure of the economy, the 
quality of its production has grown at a higher rate, compensating the increase in 
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prices, and Slovakia has experienced an improvement in non-price 
competitiveness. 

Based on our results, we can define the risks of the observed patterns of foreign 
trade. Production is import intensive with a low value added and is price elastic. 
The high share of foreign trade in the economy and its concentration in several 
industries also have drawbacks. Due to the high level of openness and extensive 
trade flows, the Slovak economy is very exposed to external conditions and 
strongly depends on the economic development of its foreign trade partners and 
their demand. However, the long-term development of economic performance 
cannot depend solely on the revenues of the main trading partners in selected 
sectors, but must be based primarily on an increase in the added value of export 
production. This is a problem in the automotive industry, as research and 
development are carried out in the FDI home countries and only assembly 
operations are carried out in Slovakia.  

The sources of competitiveness, mainly based on lower prices, are weak in terms 
of sustainability. The problem arises from focusing the economy on 
manufacturing, which requires a considerable labour force. In recent years, the 
automotive and electronics sector, in particular, have been facing labour 
shortages and rising labour costs. This is a challenge that almost all industries in 
the Slovak economy are facing. Thus, labour costs, which were one of the main 
sources of comparative advantages, have risen, but not been accompanied by 
growth in productivity. This together with high inflation may cause a loss in price 
advantage. The emerging lack of skilled workers and rising labour costs are 
considered to be two of the challenges for Slovakia. Furthermore, international 
markets are making Slovak exports increasingly vulnerable to competition from 
emerging low-wage regions. Another challenge is the transition to a green 
economy enforced by the EU, which may significantly affect the automotive 
industry as the basic pillar of the Slovak economy. The response to all these 
threats requires investment and the development of new technologies. 
Maintaining the competitiveness of the Slovak economy requires a high degree of 
innovative ability of domestic companies. However, its exports are currently 
dominated by production on the basis of FDI. Their impact on the Slovak 
economy has been and still is significant and can be assessed positively. However, 
the problem is that the development of science and research with the consequent 
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creation of industries with higher added value has not been supported in parallel 
with FDI. Policy makers should therefore focus on support, particularly on those 
foreign investments that support domestic innovation potential, diversify 
production, and create backward and forward linkages replacing imports, and 
reconsider the investment incentives that do not currently meet such criteria. Too 
much focus on the production of the automotive and electrical industries, goods 
with low added value, and weak territorial diversification should be avoided. 
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1. INTRODUCTION 

The impact of foreign direct investment (FDI) on the host economy is high. These 
investments play an important role in development in national economies as one 
of the drivers of growth (Carp, 2015). Most authors agree that increased FDI 
inflow increases economic activity by transferring capital, knowledge, 
technology, new organisational structure, and strategies to the host country 
(Pavlínek, 2004; de Mello, 1997; Saini & Singhania, 2018; Knoerich, 2017). 
However, the impact on development depends on the technological level and 
specifics of the host country, i.e., the size of the technological gap between a donor 
country and recipient country of FDI (de Mello, 1999). In addition, the 
development effects of FDI are influenced by the general level of education and 
population health, the nature of trade policy, the level of competitiveness, and the 
management system in the host country.  

In the past, a number of researchers studied the impact of FDI on the conditions 
of competition, particularly market concentration. Market concentration is a very 
significant indicator of competition in the market. Although not the only one, it 
is certainly the most important indicator of competition conditions (Maksimović 
& Kostić, 2012). Important as it is for other sectors, it is also important for 
financial markets, especially the banking market and evaluating the competition 
in it. It has turned out that banks' business policy depends on competition 
conditions and when banks’ concentration in the market declines, they turn to 
non-interest income, i.e. commissions (Hahm, 2008; Vozková & Teplý, 2018). 
Furthermore, the level of risk that banks are willing to take in their business 
depends on the level of concentration and the conditions of competition (Shy & 
Stenbacka, 2004). Kick and Prieto (2015) argue that banks' incentive to take risk 
also increases with increased competition. On the other hand, if there is an 
increase in market concentration, the interest rate (as the price of capital) tends 
to rise, which means more expensive capital for new investments. This could 
reduce economic growth, especially when there is a lack of alternative financial 
services. As one can see in Figure 1, after decreases in the market concentration 
in the Serbian banking market from 2004 to 2007, there is a trend of increasing 
market concentration from 2011 to 2017. We seek to investigate if that process is 
caused by FDI inflows. 
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There is no clear answer to be found on how FDI impacts competition in the small 
number of papers dealing with the relationship between FDI and competition. 
Some authors claim an increase in FDI inflows reduces concentration (Driffield, 
2001; Forte & Sarmento, 2014; Orazalin & Dulambaeva, 2013; Panjaitan et al., 
2016). On the other hand, some authors claim that FDI worsens the conditions 
of competition by increasing concentration in the markets where these 
investments are made (Cho, 1990; Lall, 1979; Bourlakis, 1987; Willmore, 1989; 
Singh, 2011; Wu & Tu, 2014). 

We will therefore attempt to explain the relationship between FDI and market 
concentration. The analysis will focus on the banking market of the Republic of 
Serbia. The aim of this paper is to examine whether there is a long- and short-run 
relationship between FDI and market concentration as a very important indicator 
of competition. This study's main motivation is to provide recommendations for 
improving the conditions of competition in an important market for developing 
countries such as Serbia. Of course, use of concentration indicators does not tell 
the whole story about competition conditions, which also depend on some other 
factors (Encaoua & Jacquemin, 1980), such as behaviour of undertakings, 
potential new entrants, and potential substitutes (Motta, 2008). Estimation of 
these factors exceeds the scope of this research. The goal of this study is to identify 
the real influence of FDI on market concentration and competition conditions, 
and how to improve competition policy and its effects in terms of regulation of 
FDI inflows, concentration of undertakings and reduction in the number of 
banks. Kumar (2018) suggests that the consumers benefit more from larger banks 
and more local branches than from the negative price effects due to market power.  

The following research hypotheses are the starting points of this study: 

H1: An increase in FDI amount reduces market concentration in the Serbian 
banking market. The assumption is that a larger volume of FDI decreases market 
concentration and thus positively impacts the conditions of competition. 

H2: A decrease in the number of banks (NB) increases market concentration in the 
Serbian banking market. The hypothesis is based on the reality of the Serbian 
banking sector, which is characterised by a reduction in the number of banks. 
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The paper consists of the following. In addition to the introduction and 
conclusion, the paper presents three interconnected parts. In the next part, 
Section 2, the theoretical basis and a review of the previous literature on FDI 
impact market concentration are provided. In the third section, the research's 
methodological basis is presented, and the results of the study are provided in 
Section 4. 

2. LITERATURE REVIEW 

The literature examining the impact of FDI on market concentration, especially 
in the banking sector, is not extensive. Most studies examine the manufacturing 
industry and countries outside Europe. The research results are very diverse. 
Some articles have confirmed that an increase in the inflow or volume of FDI 
reduces market concentration, thus improving competition conditions. On the 
other hand, some articles suggest that an increase in the inflow or volume of FDI 
increases market concentration. Some authors claim that the impact of FDI 
differs in the long and short run (Petrochilos, 1989). Furthermore, some studies 
argue that there is no statistically significant impact of FDI on market 
concentration (Sathye, 2002). 

Petrochilos (1989) examined the effects of FDI on concentration in the Greek 
manufacturing industry using concentration ratios of the five largest companies 
(CR5) (i.e. the market share of the five largest companies). He found that in the 
short run, FDI decreases concentration, while in the long run, FDI increases 
concentration level in the Greek manufacturing industry. Driffield (2001) 
investigated the impact of FDI volume on market concentration in the 
manufacturing industry of Great Britain between 1983 and 1992. Using the 
concentration ratios of the five largest companies (CR5) as the dependent 
variable, Driffield found that a larger volume of FDI reduces market 
concentration. 

Singh (2011) examined the impact of FDI volume on market concentration in 
India's manufacturing industry between 2001 and 2006. Panel regression analysis 
was used to analyse the data, where the concentration ratio CR3 (market share of 
the three largest companies) was used as the dependent variable, while the share 
of foreign companies in total industry sales (FDI) and the market growth rate 
were used as independent variables. The research results showed that a one per 
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cent change in the FDI variable led to an increase in market concentration of 
24.90 per cent. In contrast, Forte and Sarmento (2012), using a panel regression 
analysis of data from 2006 to 2009, found that a rise in FDI volume lowered 
market concentration in Portugal's manufacturing industry. The concentration 
ratio of the four largest firms (CR4) was used as the dependent variable, while the 
share of foreign firms in the total manufacturing industry sales (used as FDI 
volume), total industry sales, and the market growth rate were used as 
independent variables. Orazalin and Dulambaeva (2013) investigated the impact 
of FDI volume on market concentration and profitability of companies in 26 
countries of Central and Eastern Europe (CEE) and the Commonwealth of 
Independent States (CIS) using the method of instrumental variables for data 
analysis. According to their results, the increase in FDI lowered market 
concentration in the observed countries. Kastratović (2018) examined the impact 
of FDI on market concentration in the manufacturing sector of Bosnia and 
Herzegovina and found that FDI reduced market concentration in industries with 
low levels of FDI, but after an optimal point, additional FDI could increase market 
concentration.  

Mulyaningsih (2014) examined the relationship between stability and 
competition in Indonesia's banking sector between 1980 and 2010, finding a long-
run relationship between competition and FDI. Using the vector error correction 
model (VECM) for data analysis, the author found that a large number of foreign 
banks in the market, a lower market concentration, and a more favorable 
macroeconomic environment led to increased competition in the sector. Wu and 
Tu (2014) investigated the impact of FDI on market concentration in the Chinese 
port industry between 1991 and 2011. By applying the Granger causality test, they 
determined that FDI inflow significantly increased market concentration in the 
port industry. Radulović (2018) examined the relationship between FDI and 
market structure in Serbia's automotive industry using the three firms 
concentration ratio (CR3) as the dependent variable and FDI inflow in the 
automotive industry as the independent variable. The results showed a 
statistically significant and positive relationship between FDI and market 
concentration in Serbia's automotive industry. Panjaitan et al. (2016) examined 
the impact of FDI, measured through the share of foreign banks in the total assets 
of the banking sector of Indonesia, on market concentration, measured through 
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CR3, between 2005 and 2014 and concluded that an increase in FDI of one unit 
led to a decrease in CR3 of 0.348 units. 

Cho (1990) investigated the impact of FDI volume on market concentration in 
the Indonesian banking sector between 1974 and 1983. In his study, he used the 
concentration ratio of the four largest banks (CR4) as the dependent variable, 
while using the share of foreign-owned banks in the overall credit placements of 
the banking sector as a proxy of FDI volume. He found that the increase in FDI 
volume increased the market concentration in the Indonesian banking sector, as 
did increases in the number of banks. 

Finally, Sathye (2002) in exploring the impact of FDI on market concentration in 
India's banking sector for 1997 and 1998 stands out among the authors. The 
Herfindahl–Hirschman Index (HHI) was used as a dependent variable, while a 
dummy variable that indicates whether or not a bank is foreign-owned (1 – 
foreign bank, 0 – domestic bank) was used as an independent variable. According 
to the research results, there was no statistically significant impact of FDI volume 
on market concentration. 

Although the results are diverse, most of the studies suggest that increasing the 
total amount of FDI reduces market concentration and only some the reverse. 
This will be the starting point of our research. In many studies, the authors did 
not separately analyse the short- and long-run impacts of FDI on market 
concentration. Our study will improve on this by doing so. 

3. DATA AND METHODOLOGY 

The model used in our study is primarily based on the studies by Cho (1990) and 
Forte and Sarmento (2012), who investigated the impact of FDI and the number 
of banks on market concentration. In our study, the number of banks were used 
as a kind of control variable, but this has some impact that will be explained in 
Section 4. The reason for this is the constantly increasing market concentration 
in Serbia from 2011 to 2017, which could not be explained by the impact of FDI. 
The variable number of banks is also important because of the way foreign banks 
enter the domestic market. For example, the entry of foreign banks as a greenfield 
investment increases the number of banks, which should improve competition, 
while the entry of foreign banks through mergers and acquisitions does not 
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change the number of banks in the domestic market (Delis et al., 2016). The 
concentration ratio CR5 (the market share of the five largest undertakings or 
firms) was used as a dependent variable and obtained by calculating the share of 
the five largest banks' assets in the Serbian banking sector's total assets. This index 
ranges from 0 to 100 units. Markets in which the index is above 50 are considered 
highly concentrated, 25 to 50 moderately concentrated, and those below 25 are 
non-concentrated markets (Savić, 2001; Kostić, 2009). There are some better 
indicators for estimating market concentration, such as the Herfindahl–
Hirschman Index (HHI), which has been widely used since the 1980s (Carlton & 
Perloff, 2005), but because of a lack of data the CR5 indicator was used in this 
study. CR5 is extensively used as an indicator of market concentration in the 
reports of the National Bank of Serbia. Papers dealing with the analysis of market 
concentration in the Serbian banking sector (Ljumović et al., 2014; Marinković, 
2012; Filipović et al., 2016; Mirković, 2016) and some papers relating to the 
manufacturing sector (Petrochilos, 1989; Driffield, 2001) have also used CR5. 
CR5 is also used in the National Bank of Serbia’s reports on bank supervision. 
The independent variables used in our model are (a) foreign presence (FP) as the 
amount of FDI in the Serbian banking industry determined through the share of 
foreign banks in the total assets of the Serbian banking sector (see Cho, 1990; 
Forte & Sarmento, 2012) and (b) the total number of banks (NB) in the Serbian 
market. The following equation constitutes the model: 

𝐶𝐶𝐶𝐶5� =  𝑓𝑓�𝐹𝐹𝐹𝐹� ,𝑁𝑁𝑁𝑁��, (1) 

where 𝐶𝐶𝐶𝐶5�  is the concentration ratio of the five largest banks in Serbia, 𝐹𝐹𝐹𝐹�  is 
the share of foreign banks in the total assets of the Serbian banking sector (this 
represents FDI in the Serbian banking sector), and 𝑁𝑁𝑁𝑁� is the total number of 
banks in the Serbian market, t = Q4 2004, …, Q2 2019. 

We used quarterly data taken from the reports of the Bank Supervision 
Department of the National Bank of Serbia for the period from 2004 to 2019. The 
data were processed using the statistical software EViews 9.5 SV. The unit root 
test was used to determine whether variables are stationary or not. The 
autoregressive distributed lag (ARDL) approach was used to test whether there is 
a long- and short-term relationship between market concentration, FDI 
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(presented as FP), and the number of banks. The following ARDL model was 
estimated to test cointegration between CR5, FP, and NB: 

∆𝐶𝐶𝐶𝐶5� = 𝑐𝑐 +  𝛽𝛽�𝐶𝐶𝐶𝐶5��� +  𝛽𝛽�𝐹𝐹𝐹𝐹��� +  𝛽𝛽�𝑁𝑁𝑁𝑁��� +  ∑ 𝛿𝛿�∆𝐶𝐶𝐶𝐶5����
��� +

 ∑ 𝜑𝜑�∆𝐹𝐹𝐹𝐹�����
��� +  ∑ 𝛾𝛾�∆𝑁𝑁𝑁𝑁�����

��� +  𝜀𝜀�  , (2) 

where 𝛽𝛽�, 𝛽𝛽�, and 𝛽𝛽� are the long-run coefficients, c is the intercept, and 𝜀𝜀� is a 
white noise error. 

The bounds test was used to determine the long-run relationship between 
variables. The test is based on Wald’s transformation of F-statistics. If the value 
of F-statistics is higher than the upper I(1) and lower limit I(0) at the 10%, 5% 
and 1% significance levels, we conclude that there is a long-run relationship 
between the variables (Nkoro & Uko, 2016). Pesaran et al. (2001) provide critical 
values for the F-statistic. When cointegration between the variables was 
established, the following conditional ADRL long-run model was estimated: 

𝐶𝐶𝐶𝐶5� =  ∑ 𝛽𝛽�𝐶𝐶𝐶𝐶5����
��� +  ∑ 𝛽𝛽�𝐹𝐹𝐹𝐹��� +  ∑ 𝛽𝛽�𝑁𝑁𝑁𝑁�����

��� + 𝑐𝑐 + 𝜀𝜀���
���  . (3) 

Equation (4) presents short-run estimates: 

∆𝐶𝐶𝐶𝐶5� =  ∑ 𝛿𝛿�∆𝐶𝐶𝐶𝐶5����
��� +  ∑ 𝜑𝜑�∆𝐹𝐹𝐹𝐹�����

��� +  ∑ 𝛾𝛾�∆𝑁𝑁𝑁𝑁�����
��� +  𝜗𝜗𝜗𝜗𝜗𝜗𝜗𝜗��� +

𝑐𝑐 + 𝜀𝜀� , (4) 

where 𝛿𝛿�, 𝜑𝜑� , 𝛾𝛾� are the short-run coefficients, and 𝜗𝜗 is the speed of adjustment 
(error correction term). 

The Granger causality test was used to determine whether there is unidirectional 
or bidirectional causality between the dependent variable CR5 and the 
independent variables FP (as the amount of FDI) and NB. 

4. RESEARCH RESULTS AND DISCUSSION  

Our results begin with descriptive statistics of the data relating to the variables 
entering the econometric model (Table 1). Table 1 shows that the average 
concentration level (CR5) in the analysed period in the Serbian banking market 
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was 50.03 units. The minimum concentration value was 44.00 in the first quarter 
of 2011, while a maximum of 55.50 was reached in the first quarter of 2018. The 
movement of the quarterly concentration ratio CR5 is shown in Figure 1. As one 
can see, there was a rapid decrease in the market concentration of the Serbian 
banking market from 2004 to 2007. After that, the level of concentration 
remained at a similar level, below 50 units. From 2011 to 2017, the market 
concentration increased, reaching over 50 units. After 2014, the level of market 
concentration remained above 50 units for the entire period. A level of CR5 above 
50 means that the market is highly concentrated (Savić, 2000; Kostić, 2009). 

Table 1:Descriptive Statistics for CR5, FP, and NB 

 CR5 FP NB 
Mean 50.03 72.67 33 
Maximum 55.50 78.70 43.00 
Minimum 44.00 38.00 26.00 
Standard deviation 3.80 7.65 3.91 
Number of observations 59 59 59 

Source: Author’s calculation in EViews 9.5 

The average value of FP (as a measure of FDI) in the analysed period was 72.67%. 
The minimum value of 38.00% was recorded in the fourth quarter of 2004, while 
the highest value of 78.70% was reached in the last quarter of 2006 (Table 1). A 
significant increase in foreign banks' share in the Serbian market occurred from 
2004 to 2006, when most banks' privatisation was completed (Mirković & 
Knežević, 2013). After the first wave of privatisation from 2003 to 2007, the 
Serbian banking system changed its ownership structure, so that at the beginning 
of the transition 65% of banks were state-owned, 21% private, and only 4% 
foreign-owned, and from 2007 on foreign banks had about 78% of total assets 
(Corić, 2019). The share of foreign-owned banks in the Serbian banking sector's 
total assets increased from the last quarter of 2004 (38.00%) to the last quarter of 
2006 (78.70%). From the last quarter of 2005 to the end of the observed period, 
the share of foreign-owned banks in the total assets was above 65.00% (Figure 1). 
The share of foreign-owned banks corresponds to that found by Fišerová et al. 
(2015), who using a sample of seventeen countries, concluded that 65 percent of 
the studied countries' banking markets belonged to foreign banks. Throughout 
the observed period, two foreign-owned banks had the largest share in total assets 
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(from 21.00% in the first quarter of 2010 to 27.90% in the third quarter of 2017). 
Banks from Italy, Austria, France, and Greece (a total of eight banks) still held the 
major share of Serbia's banking sector with a share of total assets of 57.50% 
(National Bank of Serbia, 2018). 

The average number of banks in Serbia in the observed period was 33. The largest 
number of active banks in Serbia was found in the fourth quarter of 2004 (43 
banks), while the smallest number of active banks was recorded in the second 
quarter of 2019 (26 banks) (Table 1 and Figure 1). There was a continuous 
decrease in the number of banks in the Serbian banking market throughout the 
observed period. Hungary had a situation similar to that of Serbia in the banking 
sector during the transition period, with the number of banks dropping from 44 
in 1995 to 35 in 2002, followed by a decrease in market concentration (CR5) 
(Várhegyi, 2004). The average number of foreign-owned banks in Serbia was 21. 
In the same period, the average number of domestic-owned banks was 10. The 
Serbian banking sector underwent substantial change last decade, among which 
was the reduction in the number of state-owned banks (Popović et al., 2017). The 
number of foreign-owned banks ranged from 21 to 23 banks throughout the 
period, while the number of domestic banks ranged from 8 to 13. There were 
more domestic banks at the beginning of the observed period. In the last quarter 
of 2017, 8 domestic banks operated in Serbia's banking market, with a share in 
the total assets of 23.10% (24.20% in the third quarter of 2017). State-owned banks 
generally had a smaller share in the total assets than foreign-owned banks. In the 
same period, out of 8 domestic banks, six banks were state-owned with a share in 
total assets of 16.10% (National Bank of Serbia, 2018). 

Figure 1: Time series of the model variables (CR5, FP, NB) for Serbia, 2004 Q4 
– 2019 Q2 

 
Source: Author's calculations in EViews 9.5 
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Given that the short-run and long-run relationships between the independent 
variables (FP and NB) and market concentration (CR5), as the dependent variable, 
are determined according to the hypotheses set, after analysing the descriptive 
statistics, it is necessary to check whether the used variables are stationary. This was 
performed using the Augmented Dickey-Fuller test (ADF test) (Dickey & Fuller, 
1981). In addition, the Phillips-Perron unit root test (PP) was also used (Ng & Perron, 
2001). According to the results of the ADF test and PP test, we cannot reject the null 
hypothesis that variables CR5 and NB have a unit root at level, but we can reject the 
null hypothesis that these variables have a unit root at first difference. The results of 
the ADF and PP test show that variable FP is stationary at level. (see Appendix Table 
1). Therefore, we conclude that CR5, FP, and NB are of a different order of 
integration: CR5 and NB are integrated of order I(1), while FP is integrated at the 
order I(0). According to Baum (2004), unit root tests such as ADF and PP can provide 
biased results since these tests do not test for structural breaks in time series. 
Therefore, we also applied the Zivot and Andrews structural breaks unit root test 
(Zivot & Andrews, 1992). The results showed that variables CR5 and NB are 
integrated of order I(1) and variable FP of order I(0). (see Appendix Table 2). 

Since the variables are of a different order of integration, and no variable is of 
order I(2), the ARDL bound test approach was applied (Pesaran et al., 2001) for 
the analysis of the relationship between the variables CR5, FP, NB. The Akaike 
Information Criterion (AIC) was used to determine the optimal number of lags 
and the optimal model because it provides more robust and reliable information 
than other information criteria. However, it does not identify the simplest model 
as optimal (Lütkepohl & Krätzig, 2004). The Akaike information criterion 
identified ARDL (1, 0, 1) as the optimal model (see Appendix Figure 1). The 
optimal number of lags in the model does not change with the use of the Hannan-
Quinn criterion (HQ) (Hannan & Quinn, 1979) (see Appendix Figure 2). 

Table 2: Bound test results 

F-Bounds Test  Null Hypothesis: No levels relationship 
Test Statistic Value Signif. I(0) I(1) 
F-statistic 
K 

6.43 
2 

10% 
5% 
1% 

3.17 
3.79 
5.15 

4.14 
4.85 
6.36 

Source: Author's calculation in EViews 9.5 
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The bounds test was used to examine the long-run relationship between the 
variables CR5, FP, and NB. The bounds test is based on Wald's transformation of 
F-statistics and tests the null hypothesis that there is no levels relationship 
between the variables. If the F-statistics value is greater than the upper I(1) and 
lower limit I(0) at the 10%, 5% and 1% significance levels, the null hypothesis is 
rejected. According to the results in Table 2, we can conclude that there is a long-
run relationship between the variables CR5, FP, and NB. 

Since there is a long-run relationship between variables (Table 2), it is necessary 
to evaluate the long-run coefficients (Table 3). These estimates also include the 
error correction term (ECT), which shows the speed of adjustment towards 
equilibrium (Table 4). According to the results in Table 4, the error correction 
term is negative (-0.09) and statistically significant (p < 0.01), which shows that 
the system returns to an equilibrium 9.00% quarterly. 

Table 3: Long-run coefficients 

Variable Coefficient Std. Error t p 
FP 
NB 

-0.81 
-1.90 

0.29 
0.54 

-2.74 
-3.50 

0.009 
0.001 

Source: Author's calculation in EViews 9.5 

The long run coefficients show that the variable FP has a statistically significant 
and negative effect on CR5. Consequently, FDI has a statistically significant and 
negative impact on the level of market concentration in the Republic of Serbia's 
banking sector in the long run. An increase in FDI as the share of foreign banks 
in the Serbian banking sector's total assets will reduce market concentration in 
the long run. The results also showed a statistically significant and negative 
impact of the number of banks on the level of market concentration in the long 
run. The decrease in the number of banks, the reality in Serbia's banking sector, 
increases the market concentration. Equations (5), (6) and (7) show the long-run 
and short-run relationships between the variables and the error correction term: 

∆𝐶𝐶𝐶𝐶5� =  −0.10∆𝐶𝐶𝐶𝐶5��� − 0.08∆𝐹𝐹𝐹𝐹� − 0.35∆𝑁𝑁𝑁𝑁� − 0.18∆𝑁𝑁𝑁𝑁��� −
0.09𝐸𝐸𝐸𝐸𝐸𝐸��� + 16.43 (5) 

𝐶𝐶𝐶𝐶5� =  −0.09�𝐶𝐶𝐶𝐶5��� − �−0.81𝐹𝐹𝐹𝐹� − 1.90𝑁𝑁𝑁𝑁��� +  16.43 (6) 

𝐸𝐸𝐸𝐸𝐸𝐸��� = 𝐶𝐶𝐶𝐶5��� − �−0.81𝐹𝐹𝐹𝐹� − 1.90𝑁𝑁𝑁𝑁�� (7) 
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In the short run, FP (as a measure of FDI) has a negative and statistically 
significant effect on CR5. Moreover, the number of banks (NB) has a negative 
and statistically significant impact on CR5 (Table 4). This means that an increase 
in the FDI volume will reduce market concentration in the short run. Also, if the 
number of banks increases, the market concentration will decrease in the short 
run. In Serbia, there is a permanent process of reducing the number of banks, 
which increases market concentration. 

Table 4: Short-run coefficients 

Variable Coefficient Std. Error T p 

Δ(CR5t-1) -0.10 0.03 2.90 0.005 
Δ(FPt) -0.08 0.02 -3.41 0.001 
Δ(NBt) -0.35 0.17 -2.08 0.042 

Δ(NBt-1) 
ECTt-1 

-0.18 
-0.09 

0.04 
0.02 

-4.29 
4.47 

< 0.001 
< 0.001 

C 16.43 16.43 4.23 < 0.001 

R-squared 0.96 Mean dependent var 50.02
Adjusted R-squared 0.96 S.D. dependent var 3.83
S.E. of regression 0.77 Akaike info criterion 2.41
Sum squared resid 31.86 Schwarz criterion 2.59
Log likelihood -64.93 Hannan-Quinn criter. 2.48
F-statistic 335.11 Durbin-Watson stat 1.90
Prob(F-statistic) <0.001    

Source: Author's calculation in EViews 9.5 

We can conclude that FDI and NB have a negative statistically significant effect 
on CR5 both in the short run and the long run. The impact of foreign banks' share 
in the Serbian banking sector's total assets on market concentration is greater in 
the long run than in the short run. Moreover, the effect of the number of banks 
in the Serbian banking market is greater in the long run than in the short run.  

Based on the results of our study, it can be said that hypothesis H1 is confirmed 
in both the short and the long run. An increase in FDI leads to a short- and long-
run decrease in market concentration. Also, the reduction in the number of banks 
leads to an increase in market concentration. In this way, the second research 
hypothesis (H2) is confirmed.  
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The coefficient of determination of the observed model is 0.96 (R2 = 0.96) and 
shows that 96.00% of the variance in the dependent variable is explained by the 
independent variables, while the impact of other factors causes the remaining 
4.00% of the variance. The model was tested for serial correlation, 
autocorrelation, heteroscedasticity, and normal distribution of residuals. In 
addition, model stability was tested. The serial correlation was tested using the 
LM serial correlation test, which shows no serial correlation between the model 
variables (p = 0.78) at the significance level of 5%. The existence of 
heteroscedasticity in the model was tested using the White test, and it was found 
that there was no heteroscedasticity (p = 0.21) at the significance level of 5%. The 
Jarque-Bera test was used to determine the normal distribution of residuals 
(Jarque & Bera, 1980), which confirmed that the residual was normally 
distributed (p = 0.22) at the significance level of 5%. Autocorrelation was tested 
using the Durbin-Watson statistic (DW = 1.90), indicating no autocorrelation 
problem in the model. Field (2009) considers that values below one and above 
three are worrying, while Dufour and Dagenais (1985) believe that these values 
are above 2.50 and below 1.50. 

The results of our analysis of the model stability are shown in Figure 2. According 
to the CUSUM test results, the plots do not fall outside the 5% critical bounds, so 
the model satisfies the stability condition. 

Figure 2: CUSUM test results 

 
Source: Author's calculations in EViews 9.5 
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After estimating the long- and short-run relationship between variables CR5, FP, 
and NB and concluding that the ARDL model is stable, exhibits no 
heteroscedasticity and no serial correlation, and the residuals are normally 
distributed, we conducted a causality test to determine whether there is 
unidirectional or bidirectional causality between the dependent variable CR5 and 
the independent variables FP and NB. Table 5 shows the results of the Granger 
causality test. 

Table 5: Results of the Granger causality test 

Null Hypothesis: Obs F-Statistic p 
FP does not Granger Cause CR5 
CR5 does not Granger Cause FP 

56 
 

3.73 
1.98 

0.017 
0.129 

NB does not Granger Cause CR5 
CR5 does not Granger Cause NB 

56 
 

5.18 
0.87 

0.004 
0.463 

Source: Author's calculation in EViews 9.5 

According to the Granger causality test results, the null hypothesis that FP does 
not Granger cause CR5 is rejected, while the null hypothesis that CR5 does not 
Granger cause FP cannot be rejected. Therefore, there is unidirectional causality 
between FP and CR5, from the share of foreign banks in the total assets of the 
Serbian banking sector (FP) to market concentration (CR5), at the 5% 
significance level. The Granger causality test results show that the null hypothesis 
that NB does not Granger cause CR5 is rejected, but the null hypothesis that CR5 
does not Granger cause NB cannot be rejected. Consequently, there is 
unidirectional causality between NB and CR5, from the number of banks to 
market concentration (CR5). This means that FDI and NB cause CR5, whereas 
the opposite situation is not realistic.  

5. CONCLUDING REMARKS AND IMPLICATIONS FOR POLICYMAKERS 

The impact of FDI on market concentration is quite controversial. Our study 
showed that in the short run and the long run, the increase in FDI volume (which 
is measured by the share of foreign banks in the total assets of the Serbian banking 
sector, FP) reduces market concentration, which practically means that the 
increased FDI volume in the Serbian banking sector improves the conditions of 
competition in the market. The results are in line with the short run results 
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obtained by Petrochilos (1989) for the manufacturing industry in Greece and the 
results obtained by Panjaitan et al. (2016) for Indonesia's banking sector. 
Furthermore, the results are in line with those of Kastratović (2018), who found 
that FDI reduces market concentration in Bosnia and Herzegovina's 
manufacturing sector. Furthermore, as expected, the decrease in the number of 
banks in the Serbian market leads to increased market concentration in the short 
and long run.  

The results of our study reveal a trend of increasing market concentration in the 
Serbian banking sector, especially from 2011 to 2017. In the last few years of the 
observed decade, market concentration (calculated using CR5) was very high, 
above 50 units. The reason for this situation could be a decrease in the number of 
banks. Our results show that a decrease in the number of banks increases the 
market concentration in both the short and long term. They also indicate that the 
increase in FDI reduces market concentration in both the short run and long run. 
There are two influences which affect market concentration in different 
directions. The first is the impact of FDI; the second is the influence of the 
number of banks (undertakings). At the beginning of the period, the FDI effect 
was stronger because the FDI inflow was higher. After that, especially from 2011 
to 2017, the influence of the number of undertakings (banks) was stronger 
because the inflow of FDI became slower. Furthermore, from 2011 to 2019, there 
was a strong consolidation of the banking sector, which means numerous 
concentrations between undertakings. In this period, foreign-owned banks 
acquired domestic-owned banks. The processes of acquisition are an additional 
influence of FDI. It is expected that processes of concentration in which foreign-
owned banks play a crucial role could lead to higher market concentration. This 
is a kind of transfer of the oligopolistic market structure from the global to the 
national level. 

The results of our study provide some recommendations for regulators and 
policymakers, who need to motivate new undertakings from abroad to come to 
Serbia, mainly through greenfield investments. Such investments will increase the 
number of participants and thus lower market concentration. One could think 
that this approach is not realistic for financial sectors such as the banking market, 
but the theory of industrial organisation and competition policy holds that the 
only sure way of improving competition is by increasing the number of 
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undertakings in the market. The results of our study confirm this approach. Our 
recommendation based on our research is that competition authorities pay more 
attention to concentration of undertakings, especially in financial sectors such as 
the banking market. The process of concentration of undertakings carries a high 
risk of violating competition conditions, and authorities need to mitigate this risk.  
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APPENDIX 

Table 1: Unit root test results (ADF and PP) 

Variable 

ADF test PP test 

Intercept 
Trend & 
intercept Intercept 

Trend & 
intercept 

CR5 
D(CR5) 
FP 
NB 
D(NB) 

-0.56 
-6.19* 
-6.52* 
-2.25 
-9.41* 

-1.91 
-6.32* 
-5.66* 
-3.32 
-9.40* 

-0.71 
-6.19* 
-7.87* 
-2.37 
-9.17* 

-1.91 
-6.30* 
-6.64* 
-3.32 
-9.18* 

Source: Author's calculation in EViews 9.5 

Table 2: Unit root test results with structural breaks 

Variable t Time break 
CR5 
D(CR5) 
FP 
NB 
D(NB) 

-3.28 
-7.01* 
6.43* 
-3.53 

-10.66* 

2013Q1 
2007Q3 
2019Q1 
2017Q3 
2008Q3 

Source: Author's calculation in EViews 9.5 
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Figure 1: Model selection (Akaike Information Criteria) 

 
Source: Author's calculation in EViews 9.5 

Figure 2: Model selection (Hannan-Quinn Information Criteria) 
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1. INTRODUCTION 

Business process orientation (BPO) and constant improvement of business 
processes are essential for the development of competitive advantage and long-
term success of modern organisations (Janićijević, 2010; Kohlbacher, 2010; 
McCormack et al., 2009). There are various benefits of process orientation and 
business process management (BPM), such as “reduced lead times, less hand‐off 
errors, and more flexibility to change the structure of supported business processes” 
(Reijers, 2006, p. 389). The organisational process represents a set of activities that 
transform inputs into outputs to achieve defined goals (Zaheer et al., 2010). Many 
authors define the process in the context of creating value for consumers, as 
transforming inputs into outputs that have value for consumers, bearing in mind 
that consumers represent the most significant border point and the reason for the 
existence of the process according to market-based business orientation 
(Stojanović-Aleksić, 2017). Process orientation requires an understanding of 
organisation through processes and a holistic approach to the implementation of 
process management (Willaert et al., 2007). For a traditional, functional 
organisation to adopt a process orientation, a fundamental rethinking and 
redesign of business processes, known as business process reengineering 
(Hammer & Chumpy, 1993), is usually required. Reengineering implies the 
association of tasks divided by functions and the formation of teams that perform 
the entire business processes (Stojanović-Aleksić, 2017, pp. 23–24). The extensive 
literature on business process management shows that process orientation can 
have a variety of benefits for a company (e.g., Antonucci et al., 2021; Škrinjar et 
al., 2008; Armistead & Machin, 1998). However, there is a lack of research that 
deals with the impact of process orientation on employees, especially topics 
related to employee engagement. The psychological and social implications of 
adopted business models are significant, especially in a digital environment and 
remote working, where social interaction is reduced, making conditions 
conducive for the development of feelings of isolation, dissatisfaction, and 
demotivation. 

Engaged individuals are those who are vigorous, fully dedicated, and absorbed by 
the work they do (Schaufeli et al., 2002; Bakker, 2011; Soane et al., 2012). 
Engagement implies dedication to work, which includes physical, cognitive, and 
emotional components (Kahn, 1990; May et al., 2004; Macey & Schneider, 2008). 
This concept has received considerable attention from scholars and managers in 
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recent decades due to its dual benefits, for individuals and organisations. Engaged 
individuals feel fulfilled and satisfied performing their work roles, which 
positively affects their motivation and general psychological state. Furthermore, 
they are motivated and committed to organisational goals, as evidenced by the 
results that confirm the positive effects of engagement on performance (Belyaeva 
& Kozieva, 2020; Motyka, 2018; Kim et al., 2012; Truss et al., 2013). Engagement 
is especially important in modern, process-oriented structures, which mainly rely 
on organic forms of design and flexible coordination mechanisms, where control 
is weaker, so the results often depend on the personal motivation of team 
members. 

Although there is no compelling evidence of a strong direct relationship between 
business process orientation and engagement, it can be assumed that indirect 
effects exist. Namely, process orientation is highly focused on achieving superior 
performance, relying on contemporary trends in organisational design. In flat, 
horizontal organisations, where grouping is done around processes, there is 
intense collaboration between experts from different fields. In such 
circumstances, teamwork comes to the fore, and the organisational culture should 
be adapted to knowledge management processes, especially knowledge exchange. 
Training and empowerment of employees are among the critical success factors 
for business process management (Trkman, 2010; Willaert et al. 2007). 
Management needs to put people first and encourage them to passionately pursue 
goals while directing their activities toward value creation. The focus is on the 
development of new skills, as well as on rewarding employees according to their 
competencies and contribution to process innovation. This kind of environment 
is stimulating and motivating, enables personal development, and incorporates 
several antecedents of employee engagement, such as social support, cooperation, 
autonomy, and feedback. These are just some of the reasons why process 
orientation can be considered a more favourable environment for the personal 
and professional development of individuals, as well as for their engagement, 
which will be discussed in more detail in the following sections. 

In order to achieve high engagement, process orientation must be followed with 
proper job design, since engagement is highly dependent on job demands and 
resources, according to the Job Demands-Resources Model (Bakker & Demerouti, 
2007). Management should define and design jobs within the organisation in a 

BPO AND ENGAGEMENT: THE MEDIATING ROLE OF AUTONOMY

85



way that motivates employees to perform tasks. People are generally not 
motivated by tasks that are routine, repetitive, and without an individual's ability 
to control and influence them. One approach is to expand jobs, which involves 
adding more diverse tasks, and another one is job enrichment, which involves 
adding only those tasks that require a higher level of skills and responsibility. 
There are several aspects of the job that employees usually perceive as motivating 
or interesting. The core job characteristics that can be modified include 
(Hellriegel et al., 2005, pp. 384–386, pp. 400–401): 

• Variety of skills – different competencies, talents, and activities required for 
job performance; 

• Job relevance – how much impact it has on others; 
• Work autonomy – autonomy and discretion to decide about work and 

relevant working procedures; 
• Identity – whether the job involves performing the logical sequence of the 

activities, from a beginning to an end; 
• Feedback – the possibility of evaluating the work outcome. 

Research shows that job autonomy, among other job features, has a critical role 
in enhancing engagement (Shantz et al., 2013; Christian et al., 2011; Marinova et 
al., 2008), especially in technologically intensive industries, such as IT, which is 
one of the most rapidly growing industries in the digital era (Bošković, 2021). 
Autonomy provides the freedom, flexibility, and opportunity to initiate 
entrepreneurial activities (Lumpkin et al., 2009). Insufficient research attention 
has so far been paid to autonomy, perceived as a prerequisite but not an essential 
ingredient of entrepreneurial behaviour (Miller, 1983; Covin & Slevin, 1989). It is 
paramount for taking advantage of unutilised resources, identifying 
opportunities outside the core competence, and new venture development. 
Independent thinking and latitude to act are necessary for new value creation 
(Burgelman, 2001). If people have the freedom to work on process improvement, 
they will feel that their work is more valuable and their contribution to the 
organisation more significant, so that they can benefit from the achieved 
performance. In organisations where process orientation is adopted, the role of 
processes is more emphasised than the role of functional areas. Such 
organisations move from a hierarchical to a flatter, horizontal structure in which 
job autonomy must increase. Therefore, the subject of research in this paper 
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is an examination of the mediating role of job autonomy in the relationship 
between process orientation and employee engagement. The goal is to show 
that business process orientation has an indirect effect on employee engagement 
through autonomy as a mediating variable. 

2. LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT 

Process orientation means shifting the focus from functional areas to business 
processes, namely those that create value for consumers (Reijers, 2006). It implies 
abandoning a strict hierarchy and moving to more flexible, horizontal 
organisational models with the aim to maximise customer satisfaction and the 
overall value for consumers (e.g., Trkman et al., 2015; Gustafsson et al., 2003). An 
important characteristic of organisational processes is also reflected in 
establishing integration between organisational parts or roles. Processes connect 
people and ensure the flow of information throughout the organisation. The 
integrative role of organisational processes, as an element of organisational 
design, is also reflected in job design. There are several characteristics by which a 
process-oriented organisation differs from a traditional organisation, of which 
the author Kohlbacher (2010) singled out the following as the most important: 

• precise identification of the processes performed in the organisation; 
• strong support of the process programme by senior executives; 
• the existence of process owners – managers who have an end-to-end 

responsibility for the process; 
• established process performance management; 
• an organisational culture based on collaboration, teamwork, readiness to 

change, and customer orientation; 
• developed information technology; 
• organisational structure that “follows the process”; 
• organisational knowledge about process management; 
• process-oriented HR systems; and 
• the existence of a formal instance that coordinates business process 

management (i.e., BPM office). 

To this, it should be added that it is important that organisations have an 
alignment between processes, structure, and strategy. Aleksić-Mirić (2019) 
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highlights the significance of organisational alignment in the digital era more 
than ever before. A study has shown that one of the main shortcomings of 
business process management is precisely the lack of alignment of BPM with the 
business strategy (Neubauer, 2009). There must be consistency between the layers 
of the organisational design, which will enable not only the realisation of the 
efficiency to which process orientation aspires, but also effectiveness, which 
largely depends on engaged employees. 

In our research, we start from the assumption that the process orientation of the 
company represents a favourable environment for the development of employee 
engagement. Although a direct causal relationship is not expected, it is possible 
to consider different mechanisms and mediating variables through which this 
type of organisation leads to an increase in employee engagement. As previously 
mentioned, process orientation inevitably entails corresponding changes in the 
structure, systems, and culture of the organisation. 

Given that the ultimate goal of process orientation is the creation of value for 
customers, BPO favours the development of innovation and involves rewarding 
innovative behaviour (Kohlbacher, 2013; Brem, 2011), which creates space for 
individual creative expression. Creativity is one of the personal resources that can 
represent a source of intrinsic motivation and lead to engagement (Gilson & 
Shalley, 2004). Processes, by themselves, establish lateral connections throughout 
an organisation (Kates & Galbraith, 2007). Therefore, BPO implies a high level of 
cooperation and knowledge sharing within and between teams. This usually 
means high task interdependence, skill variety, autonomy, and feedback, which 
are antecedents of engagement (Crawford et al., 2014). 

A particularly important aspect of BPO is the organisational culture. Namely, the 
process orientation and appropriate organisational structure must be supported 
by a system of values, beliefs, and behavioural norms. It is believed that the key 
characteristics of the culture that will stimulate the development of process 
orientation are related to awareness of a common mission, teamwork, 
interdepartmental cooperation, promoting innovation and proactivity, as well as 
leadership based on inspiration and support (Willaert et al. 2007, p. 9). All these 
elements create a stimulating environment for the development of engagement, 
given that the social framework is among the antecedents of engagement. 
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In our paper, we are particularly concerned with the organisational structure, and 
more specifically the structural component of job design, which should be 
adapted to the process orientation, i.e., enable and support it. Process orientation 
implies corresponding changes in the structure. Starting from the position that 
organisational parameters should be aligned (Minztberg, 1979), the reduction of 
hierarchy should usually be followed by a reduction in centralisation as well as 
lower vertical and horizontal specialisation. Lower vertical specialisation implies 
higher job autonomy. Decentralisation refers to the delegation of decision-
making authority across the organisation, and autonomy refers to freedom and 
independence in how employees perform their specific job tasks. These two 
concepts do not always have to accompany each other, but with process 
orientation, both these trends are present, which is part of organic organisational 
design. In process organisation, employees are expected to perform a variety of 
activities and always keep the whole process in mind so that their work becomes 
more creative and provides more opportunities for personal development. This 
approach to process orientation often involves an inverse division of labour and 
assigning one person to oversee a multitude of tasks within a given process, and, 
in some cases, even within the entire process. As a result, these individuals are 
granted greater autonomy due to their level of expertise and the responsibilities 
they hold.  

Although process orientation is strongly focused on productivity and outputs 
with a significant reliance on standardisation, in areas that are not standardised, 
modern approaches to organisational design imply a high degree of autonomy. A 
strategy of employee independence is applied, which is a consequence of both the 
high degree of delegation of authority and the redesign of job depth. The bottom 
line is that employees gain a high degree of freedom in deciding about work in 
terms of work design, choosing the way to do work, use their time, etc. They can 
set their own goals and evaluate their own performance (Petković et al., 2016, p. 
70). According to the McCormack maturity model, there is even a term process 
job that describes job design in organisations that are business process oriented 
(BPO). Such jobs include horizontal rather than vertical responsibility, which 
means that they are based on the high participation of people who are enabled to 
take ownership of the entire process (McCormack et al., 2009). The authors 
Vanderfeesten and Reijers (2006) suggest that the successful implementation of 
software and systems that support business process management must be based 
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on a sufficient degree of influence given to the users of these systems to avoid the 
formation of rigid and inflexible business practices. 

Market orientation implies frequent changes, meaning that the organisation must 
be flexible and innovative. Therefore, the focus is on knowledge as a key resource, 
and employees are expected to be creative and constantly improve their skills. 
Instead of a large number of narrowly specialised jobs, people perform 
multidimensional jobs, which are more cognitively demanding, but because of 
this, they act as incentives for those carrying out these tasks. For the effective 
performance of such jobs, it is necessary to delegate a greater degree of authority 
to individuals (Bošković, 2021; Ozlati, 2015; Liu et al., 2011).  

Therefore, the first hypothesis is: 

Hypothesis 1: Business process orientation affects job autonomy. 

The influence of job autonomy on the attitudes, behaviour, and performance of 
employees has been examined most often. Autonomy has its pros and cons. 
Recent studies highlight the importance of job autonomy for the improvement of 
innovation, creativity, satisfaction, commitment, and overall individual 
performance (Nasution et al., 2021; Bogićević-Milikić & Čučković, 2019; Garg & 
Dhar, 2017; Cerasoli et al., 2016; Wenjing et al., 2013; Langfred & Moye, 2004), 
while others examine the negative aspects of autonomy, among which they 
emphasise the possibility of opportunistic and unethical behaviour of decision 
makers (Lu et al., 2017). Erić Nielsen (2020) explains how structural challenges 
can be a barrier to the development of corporate entrepreneurship when 
employees are exposed to intensive monitoring and space for creativity is 
narrowed, causing frustration and dissatisfaction. 

Most of the authors agree that employees who have great independence in their 
work feel motivated and empowered (Marinova et al., 2008). According to self-
determination theory (Deci & Ryan, 1985), satisfaction of the human need for 
autonomy motivates people to be proactive and engaged. Employee engagement 
is the simultaneous expression and employment of the “preferred self” in work in 
a way that has physical, cognitive, and emotional dimensions (Kahn, 1990, p. 
700). Individuals develop a strong connection between their personality and the 
work they do, that is, their work role. In this way, they do not sacrifice their 
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personality for the sake of work, or vice versa, but achieve personal and 
professional growth and development at the same time. 

Kahn (1990) was one of the first to establish that autonomy affects the 
development of the perception of job meaningfulness, which is one of the basic 
factors of engagement, although this hypothesis was later somewhat questioned 
by authors who believe that autonomy does not create a perception of 
meaningfulness, but a sense of responsibility and knowledge of the results of the 
work, and therefore affects engagement (Humphrey et al., 2007; Christian et al., 
2011). Autonomy creates a psychological sense of ownership over the work, and 
thus the person develops a higher degree of enthusiasm and responsibility, which 
leads to greater engagement (Shantz et al., 2013; Salanova et al., 2005). If people 
are aware that they are personally responsible for their performance, they will be 
ready to invest more energy and effort, to face and overcome obstacles and be 
much more involved than in the case of simple execution of the assigned tasks. 
Both the ability to decide on the job methods and timing as well as the awareness 
that performance depends personally on the individual who performs them lead 
to the desire to maximise one's performance and consequently higher effort 
(Bošković, 2022). For example, Akinwale (2019) argues that employees may not 
be engaged enough because they are discouraged from speaking their mind and 
exchanging views. Bošković (2021) shows that autonomy is particularly 
important in the IT industry, where it enhances vigour and dedication as 
engagement dimensions. Another study from the IT industry also found that 
autonomy, among the five core job design features, is the most important 
predictor of positive job-related outcomes (Bogićević-Milikić & Čučković, 2019). 

Thus, we hypothesise: 

Hypothesis 2: Job autonomy affects employee engagement. 

According to the previous considerations, it can be assumed that process 
orientation has an indirect effect on employee engagement through job 
autonomy. If process orientation is followed by an adequate job design, which is 
based, among other things, on high job autonomy, a higher degree of employee 
engagement can be expected as a consequence. Research shows that higher 
working autonomy, available time, flexible organisational boundaries, and an 
adequate compensation system increase the number of ideas implemented by 
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middle and senior management (Floyd & Lane, 2000). Employees who work in a 
process-oriented organisation gain greater independence, which is one of the 
most important factors of engagement. Working on processes is reflected in a 
high degree of independence and self-organisation. In addition, independent 
people who work together on a process are both individually and collectively 
responsible for the process results (Stojanović-Aleksić, 2017, pp. 201–204). In 
process teams, the results are permanently being measured and analysed, so that 
employees have access to relevant feedback about their performance from the job 
itself. Developing a sense of responsibility increases the perception of task 
importance and purposefulness, which encourage energy and commitment. We, 
therefore, hypothesise that: 

Hypothesis 3: Job autonomy mediates the relationship between business process 
orientation and employee engagement. 

3. METHODOLOGY 

3.1. Data collection and processing 

Data collection was carried out by the survey method using a structured 
questionnaire. The questionnaire was designed on the basis of existing, well-
founded measurement scales used in previous research, which increases the 
validity and reliability of the research instruments, but certain adjustments were 
made following the research objectives, context, and language. All scalar 
questions are based on a seven-point Likert scale ranging from 1 to 
7. Business process orientation was measured using five items referring to process 
management and measurement based on the scale developed by McCormack 
(2001), which is generally accepted in research in the field of business process 
management. The measurement of autonomy as a job characteristic is based on 
the original job design questionnaire developed by Morgeson and Humphrey 
(2006). The UWES-9 questionnaire, which is the most commonly used in 
employee engagement research, was used to measure employee engagement 
(Schaufeli & Bakker, 2003). 

The data was collected from a sample of 100 companies in the IT industry in the 
Republic of Serbia, where 270 respondents, consisting of managers and 
employees, were surveyed. We decided on this industrial branch not only as an 
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example of a rapidly growing industry in Serbia but also in the world, where 
modern approaches to organisational design are often applied, such as digital 
business models which heavily rely on BPM. The questionnaire relating to 
process orientation was completed only by managers as respondents who are 
most familiar with the organisational design of the company, while the questions 
regarding autonomy at work and engagement were completed by employees 
regardless of their position in the organisation. These instructions were provided 
in an email sent to the respondents, who could answer the questions intended for 
them based on their position in the organisation. The data were then aggregated 
so that the arithmetic mean of the respondents' answers to each question was 
calculated for each company, and further analysis was performed on the 
aggregated data. In this way, an effort was made to reduce the subjectivity of the 
research since not all data on independent and dependent variables were collected 
from the same source, but from two different sources, i.e., two categories of 
respondents. 

For data processing, SPSS 25.0 and AMOS 24.0 were used. We used descriptive 
statistics, Cronbach’s alpha coefficient analysis, confirmatory factor analysis, and 
structural equation modelling (SEM). 

4. RESULTS 

4.1. Sample characteristics 

The structure of the sample was based on the size of the company and measured 
only in terms of the number of employees, whereby micro companies are those 
with fewer than 10 employees, small companies those with fewer than 50 
employees, medium-sized companies those with 50–250 employees, while large 
companies are considered those with more than 250 employees. In Table 1, it can 
be seen that the sample is dominated by small and micro enterprises (55%), 
followed by medium-sized enterprises (26%), and the smallest number is large 
enterprises (19%). It can be assumed that this sample structure is a reflection of 
the population, i.e., that the IT industry in Serbia is generally dominated by 
smaller companies. 
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Table 1. The sample structure 

Company size Number Frequency 
Large companies (more than 250 employees) 19 19% 
Medium companies (50-250 employees) 26 26% 
Micro and small companies (fewer than 50 employees) 55 55% 
Total 100 100% 

Source: Authors’ calculations 

The sample consisted of 270 respondents, of whom 112 were managers. Most of 
the respondents in the sample were male (60%), 38.52% were female, and 1.48% 
did not want to declare their gender. As for age, most of the respondents were 
between 31 and 40 years old and most of them had a higher education degree. 

4.2. Scale Reliability 

Cronbach’s alpha coefficient was applied to check the reliability of the scale and 
it should show whether all questions (items) from the scale measure the same 
construct, i.e., whether there is internal consistency within the scale. The value of 
Cronbach's alpha coefficient for the process orientation variable is 0.925 and 
indicates the high reliability of this scale. Autonomy has a satisfactory coefficient 
of 0.760. The employee engagement scale shows high internal consistency of the 
items, with an alpha coefficient value of 0.916. Thus, all subscales showed a 
satisfactory level of reliability (alpha above 0.7). 

4.3. Hypotheses testing and discussion 

All three hypotheses were tested using a single structural equation model. First, a 
confirmatory factor analysis was conducted, and the results are shown in Table 2. 
In the first step, those items whose factor loadings were too low, i.e., below 0.6, 
were eliminated. After that, the value of χ2/df is 1.379, which is below the 
threshold of 3 (Carlmines & McIver, 1981), while CFI = 0.977, TLI = 0.968, and 
IFI = 0.977 are higher than 0.90 (Byrne, 1998). The indication RMSEA is 0.062, 
which is below the threshold of 0.1 (Steiger, 1990). Values of CR and AVE 
coefficients are also satisfactory, namely, CR is above 0.6, while AVE is higher 
than 0.5 (Bagozzi & Yi, 1988; Fornell & Larcker, 1981). Therefore, the model is 
assessed as valid, and we may proceed to further analysis. 
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Table 2. Confirmatory factor analysis 

Items Factor loadings AVE CR 
Model (χ2/df=1.379; CFI = 0.977; TLI = 0.968; IFI = 0.977; RMSEA=0.062) 
Process orientation  0.66 0.91 
Proc1 0.80   
Proc2 0.69   
Proc3 0.82   
Proc4 0.75   
Proc5 0.81   
Job autonomy  0.56 0.79 
Аutonomy1 0.69   
Аutonomy2 0.77   
Аutonomy3 0.78   
Employee engagement  0.72 0.94 
ENG1 0.86   
ENG2 0.84   
ENG3 0.93   
ENG4 0.90   
ENG5 0.77   
ENG7 0.77   

Source: Authors’ calculations 

Given that the validity of the model has been confirmed, it is possible to test the 
indirect effect of organisational processes on engagement using structural 
equation models. The standardised path estimates are presented in Table 3. 

Table 3. Hypotheses testing for process orientation – job autonomy – employee 
engagement model 

Relation Standardised 
estimate (β) 

Estimate  
(B) 

p 

Process orientation  Job autonomy  
Employee engagement 

0.239 0.207 0.017* 

* p<0.05 
Source: Authors’ calculations 
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In organisations where the process orientation is rated higher by the respondents, 
the degree of autonomy is also higher according to the obtained results. Likewise, 
those who report a higher job autonomy showed higher employee engagement. 
Therefore, Hypotheses 1, 2, and 3 all are supported. 

5. DISCUSSION AND CONCLUSION 

In the era of digitisation, intense global competition, shortening of life spans, and 
economic crisis, the challenges for organisational design are increasing. 
Companies need to be more agile than ever, and one way to achieve this is by 
adapting their organisational design. Modern design models, which are often 
called horizontal or process models, imply a change in the way of thinking and a 
departure from the traditional hierarchy so that organisations can achieve faster 
growth through a focus on customers, networking, and knowledge exchange. The 
development of process orientation means less hierarchy and it is highly 
correlated with decentralisation. The jobs performed in such organisations are 
usually multidimensional, focused on output, and require high employee 
autonomy, which has been confirmed by research. The level of business process 
orientation proved to have an indirect positive effect on employee engagement 
through autonomy, which is a mediating variable. Namely, with an increase in 
process orientation, there is an increase in job autonomy, which then has a 
positive effect on engagement. The results are in line with previous research that 
indicates the connection between process orientation and job design (e.g., 
Stojanović-Aleksić, 2017; McCormack, 2001), but they also provide additional 
knowledge about the implications of this interdependence on employee 
engagement. This is also consistent with and builds on previous research that 
identified a strong relationship between autonomy and job satisfaction in the 
Serbian ICT sector, with engagement mediating this relationship (Bogićević-
Milikić & Čučković, 2019). 

The paper has implications for theory in the fields of business process 
management, organisation design, job design, and employee engagement because 
it provides a connection between these areas, which are not considered often 
enough in research. The paper indicates the benefits of process orientation for the 
development of autonomy at work, as well as engagement, which, in this case, was 
evidenced as a result of greater individual autonomy. As such, this work also 
provides certain suggestions to managers which refer to the benefits of adopting 
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a modern approach to managing business processes as well as to the need to adapt 
the job design to this kind of organisational design. Emphasising the importance 
of process orientation and autonomy, as one of its logical implications, is also 
relevant from the aspect of the modern needs of companies to develop an 
entrepreneurial orientation. Expanding a business portfolio by new venture 
creation depends on its relation to an existing business, the degree of innovation, 
the nature of support, but one of the most important factors that influence further 
development and performance is structural autonomy (Westhead et al., 2011, pp. 
140–141). 

The main limitations of the work refer to the fact that the research was conducted 
only in one industrial branch, only in the Republic of Serbia, and only at one point 
in time. The limitations of the questionnaire instrument are always present as are 
the possibilities a larger sample would offer. In addition to its advantages, the use 
of data from two different sources may also be considered a limitation because it 
can lead to certain biases in the results. Furthermore, the work is limited only to 
autonomy as a mediating variable between process orientation and employee 
engagement, while in fact, other job characteristics can play a significant role. 

The paper offers some recommendations for future research. First, longitudinal 
research is needed to provide stronger evidence of the causal nature of the 
relationships between process orientation, autonomy, and engagement. 
Furthermore, since we started from the job characteristics model (Morgeson & 
Humphrey, 2006), it would be useful to examine other potential mediators, such 
as various job characteristics. For example, do social characteristics of work 
mediate the relationship between process orientation and engagement? This is 
especially important in the digital environment and remote working conditions. 
Future research should also explore potential moderators of the observed 
relationships as well as different characteristics of the context (i.e., company size 
and age, environment, and national culture) as control variables. This is 
particularly significant considering the insufficient attention paid to contingency 
factors in management research on this topic, especially in terms of isolated 
consideration of a particular factor or insufficient use of a quantitative approach 
to research on these variables (Spasojević-Brkić & Mihajlović, 2023). 
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Domenico Mario Nuti was undoubtedly one of Italy’s leading economists, and 
his bibliography appears in various editions of ‘Who’s Who in Economics’, 
being therefore included among the 1,500 most cited economists in the world 
(Blaug, 1999). He was one of the four Italian economists (along with Pierangelo 
Garegnani, Claudio Napoleoni and Luigi Pasinetti) to appear in the “Biographical 
Dictionary of Dissenting Economists” which contained biographies of the 90 
most prominent economists working in a non-neoclassical tradition (Arestis & 
Sawyer, 1982). Furthermore, few can claim of having economists of the calibre of 
Nicholas Kaldor, Michal Kalecki, Maurice Dobb, Oskar Lange or Joan Robinson 
among their mentors.

Mario Nuti not only made important academic contributions, but also notes and 
policy papers resulting from both his academic work and the role as adviser he 
held for different institutions and countries, including his positions as Professor 
at the University of Rome, the London Business School and the European 
University Institute in Florence.

Nuti’s relationship with Serbian economists and academia dates back to the 1990s. 
He was a member of the Editorial Board of Economic Annals until his untimely 
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death in December 2020. He visited Belgrade on several occasions, including as a 
keynote speaker at the Faculty of Economics as well as for the Serbian Association 
of Economists and at a conference of the European Association of Comparative 
Economic Studies (EACES) in 2004. When sanctions had just been lifted against 
FR Yugoslavia in November 1995, Mario was involved by the then central bank 
governor Dragoslav Avramović on a project on privatisation. Among other things, 
he contributed a paper on mass privatization at a conference organised by the 
National Bank of Yugoslavia and the European Centre for Peace and Development 
of the United Nations University for Peace in Belgrade in 1996. This first initiative 
led to the creation of an International Permanent Study Group on Transition 
and Privatisation, set up by the European Centre, of which Mario was an active 
member. Furthermore, Mario was a reviewer of an extensive two-volumes study 
prepared by a group of economists under the guidance of Avramović and his 
ideas and advice influenced the programme of economic reforms presented at 
the first conference of the Stability Pact for Southeast Europe in Sarajevo in the 
summer of 2000. 

In this edited book, Saul Estrin and Milica Uvalić, have put together and 
systematised a large part of Mario Nuti’s scientific works, from his early 
contributions in the 1960s to his last, unfortunately not entirely completed project 
on the political economy of socialism. This monumental work (in all over 1,300 
pages) has been published in two volumes by Palgrave MacMillan in the “Studies 
in Economic Transition” series convened by Jens Hölscher and Horst Tomann.

In their introduction, the book’s editors explain the reasons that led them to 
embark on this challenging work: to make a selection of Mario Nuti’s works 
in order to make the best ones available, including some lesser-known policy 
contributions; to allow access to some publications that are difficult to find, or 
have appeared in an incomplete form; to present an anthology that, although not 
exhaustive, brings together his most important works with the aim to elicit their 
underlying intellectual framework.

This last aspect is in my opinion particularly significant. Mario Nuti had a 
coherent intellectual vision combined with the ability to move across various 
fields of economics while never losing sight of the underlying issue, which the 
two editors summarise (in my opinion correctly) as the search for a fairer and 
more just economic, social and political system. To confront this task over many 
years Mario used different tools, approaches and working methods. This is one of 
the reasons why it is impossible to corner him into a specific theoretical frame of 
reference. To use his own words, Mario considered himself “an eclectic omnivorous 
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economist”1, a scholar who liked to remind his students and his interlocutors that 
in economics no paradigm must be accepted a priori, but that its use depends on 
the nature of the problem they are trying to solve. And it is precisely in bringing 
out the coherence, but also the eclecticism of the intellectual model of reference 
that is the thread that has guided Estrin and Uvalić in the choice of works to be 
included in the edited volumes and in their thematic classification.

The writings are divided into two volumes, the first of which came out in May 
2023 and the second in August 2023, grouped into five thematic areas. Volume 
I, entitled “Socialist Economic Systems and Transition” is divided into two 
sections. The first section contains writings on socialist economic systems, and 
on the crises that characterised the socialist economies in the 1980s until their 
collapse at the end of the decade. The second section includes various writings 
on the post-1989 transition of the centrally planned economies of Central and 
Eastern Europe and the Soviet Union to a market economy. Volume II, entitled 
“Economic Systems, Democracy and Integration”, has a more wide-ranging 
scope. It includes contributions in three thematic areas: the evolution of economic 
systems, economic democracy, and east-west integration and globalisation. In 
addition to a general introduction by the editors, the reader is guided in reading 
each thematic part by a short review that summarises and contextualises the 
interventions contained therein. The Chapter 2 of the first volume reproduces 
Mario’s autobiography that appeared in the “Biographical Dictionary of 
Dissenting Economists” referred to above. 

The editors emphasise that organising the writings to be included in each section 
was a daunting task, since some fundamental questions recurred constantly in 
Mario’s research interests, from his first steps exploring the Cambridge capital 
controversy2 as a Research Fellow at Cambridge Universityto his most recent 
work on transition in Central and Eastern Europe and globalisation.

There is also an important, epistemological aspect that emerges from reading 
the two volumes. This is what Mario was able to pass on to many of his students, 
namely looking at economics as a complex discipline to which one must refer 
without dogmatism, completing each analysis by trying to take into account 

1	 As Mario Nuti himself wrote in 1992, “I am flattered at being classed as a rebel, but I regard 
myself more as an omnivorous eclectic”.

2	 Geoffrey Harcourt (1972) ended his review of the Cambridge capital controversy with a 
chapter entitled “Nuti to the fore!”, demonstrating how Nuti had encapsulated the controversy 
in his commentaries on the topic.
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elements borrowed from history and politics and anchoring analysis in facts 
from the real world. 

A meaningful example of this can be found at the end of Volume II, in a chapter 
entitled “Seismic faults in the European Union” (pp. 621-656) that sets out a dire 
warning on the stability of the EU:

“The remedies to secure the EU entire system are available, in many cases even 
without amending the Treaties, but clash with the hyper-liberal design that 
has gradually perverted European policies, as well as with conflicts of interest 
between states, ideologies, welfare regimes, classes, bureaucracies, memories 
and expectations.  Rebus sic stantibus, there is an increasing probability of an 
institutional earthquake that sooner or later will disrupt and destroy the EU: the 
only uncertainty concerns the date, unpredictable as for all earthquakes” (p.621).

This is certainly not the place to give a detailed account of the richness and 
eclecticism of Mario’s thought, as well as his good-natured, but at the same time 
mordant vis polemica. To the interested reader I would suggest in addition to 
the introduction by Saul Estrin and Milica Uvalić to the two volumes (Ch. 1, pp. 
1-13), the article by the same authors in Acta Oeconomica (Estrin & Uvalić, 2021). 
An obituary by Michael Ellman published in the Cambridge Journal of Economics 
(Ellman, 2021) gives an account of the “important contributions (by Mario Nuti) 
to economic theory, political economy and economic policy”, while a paper by 
Joseph Halevi published in Italian in r/project summarises in an excellent manner 
some of the more technical aspects of Mario’s thought (Halevi, 2021).

Having shared my entire professional career with Mario Nuti, starting as one 
of his students at the Faculty of Economics in Siena in the 1970s, I had the 
opportunity over the years to appreciate his versatility and eclecticism (as well 
as his great generosity). Like others, I would have greatly regretted if the great 
wealth of ideas, thoughts, and policy recommendations that Mario left us were 
to be lost. Thanks to the work of Milica Uvalić and Saul Estrin we now have a 
systematic collection of his works. Perhaps we should also consider how to collect 
some of his notes, contributions, and policy writings (those of Mario the policy 
advisor) and prevent his “Transition” blog from being lost.
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welcomes contributions that explore economic issues in comparative perspective 
with a focus on Southeast Europe and the wider European neighbourhood. Any 
paper submitted to the Economic Annals should NOT be under consideration for 
publication by other journals or publications. Contribution written in English 
should be submitted electronically to ScholarOne.

The journal will maintain high scientific standards. Papers submitted for 
publication should be original, relevant and scientifically accurate. Authors are 
expected to provide new information or analysis, and should present a summary 
of the basic facts they deal with and the conclusions they draw, maintaining 
coherence and compactness of their reasoning. The originality of the work is 
subject to test by iThenticate crosscheck. The texts should also follow appropriate 
technical standards and stylistic criteria. UK spelling (specialisation, labour, etc.) 
should be used, while both UK and US abbreviations are acceptable.

An anonymous version of the paper should be submitted (“document properties 
and personal information” should also be removed) along with a separate cover 
page, containing the article’s title, author’s name and affiliation, ORCID id and 
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tables) in MS-Word or .pdf format. Tables and footnotes should be included as 
they are intended to appear in the final version. Footnotes should be kept to a 
minimum and numbered as superscripts. Figures should be submitted as separate 
files in Excel format with the original data included in a separate sheet.
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the first one should be numbered. Subtitles should be concise, clearly marked in 
bold, and numbered (up to two levels of numbering). No other entries should be 
bolded. Formulae should be numbered on the right-hand side of the page. In case 
of long proofs, these should be inserted in a separate Appendix, following the 
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in the same year they should be ordered alphabetically by title and allocated a 
letter (a, b, c,…) after the date. Only reference the works that you have cited in 
your text. Within the text, avoid long strings of citations; cite only those works 
which are relevant to the text that they inform. Before submitting your paper, 
check that all references cited in the paper are included in the reference list at the 
end of the paper, and that all papers included in the reference list have been cited 
in the text.
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